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Searching for structure in community data

by Richard Seaby and Peter Henderson

Community Analysis Package is designed to help you identify
the pattern and structure that often lies at the heart of
ecological communities.

It offers a wide range of tried and tested techniques to handle
and analyse the complex data that ecological sampling often
generates.

Using the latest data handling techniques, CAP 6.0 can give
you an insight into your data in seconds, and with vivid
graphics, enable you to print and publish your results simply,
quickly and easily.

CAP 6 now integrates with R, to allow you to explore your data
further.
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Licence Agreement

PISCES LICENSE AGREEMENT

This is a legal agreement betw een you the end user and PISCES Conservation Ltd. Lymington (PISCES). BY OPENING
THIS PACKAGE Y OU ARE AGREEING TO BE BOUND BY THE TERMS OF THIS AGREEMENT. IF YOU DO NOT AGREE TO
THE TERMS OF THIS AGREEMENT PROMPTLY RETURN THE UNOPENED PACKAGE AND ALL ACCOMPANY ING ITEMS
(including w ritten material) TO THE PLACE Y OU OBTAINED THEM FOR A FULL REFUND.

1. GRANT OF LICENSE - This PISCES License Agreement (‘License’) permits you to use one copy of the PISCES

softw are product acquired w ith this License (SOFTWARE) on any single computer, provided the SOFTWARE is in use
on only one computer at any time. If you have multiple Licenses for the SOFTWARE then at any time, you may have as
many copies of the SOFTWARE in use as you have Licenses. The SOFTWARE s ‘in use’ on a computer w hen it is
loaded into the temporary memory (i.e. RAM) or installed into the permanent memory (e.g. hard disk, CD ROM. or other
storage device) of that computer, except that a copy installed on a netw ork server for the sole purpose of distribution
to other computers is not ‘in use’. If the anticipated number of users of the SOFTWARE w ill exceed the number of
applicable Licenses then you must have a reasonable mechanism or process in place to assure that the number of
persons using the SOFTWARE concurrently does not exceed the number of Licenses. If the SOFTWARE is
permanently installed on the hard disk or other storage device of a computer (other than netw ork server) and one
person uses that computer more than 80% of the time it is in use then that person may also use the SOFTWARE on a
portable or home computer.

2. COPYRIGHT - The SOFTWARE is ow ned by PISCES or its suppliers and is protected by all applicable national law s.
Therefore, you must treat the SOFTWARE like any other copyrighted material (e.g. a book) except that if the softw are
is not copy protected you may either (a) make one copy of the of the SOFTWARE solely for backup or archival
purposes, or (b) transfer the SOFTWARE to a single hard disk provided you keep the original solely for backup or
archival purpose. You may not copy the Product manual(s) or written materials accompanying the SOFTWARE.

3. OTHER RESTRICTIONS - You may not rent or lease the SOFTWARE, but you may transfer your rights under this
PISCES License Agreement on a permanent basis provided you transfer all copies of the SOFTWARE and all w ritten
materials, and the recipient agrees to the terms of this Agreement. You may not reverse engineer, decompile or
disassemble the SOFTWARE. Any transfer must include the most recent update and all prior versions.

LIMITED WARRANTY - PISCES w arrants that (a) the SOFTWARE w ill perform substantially in accordance w ith the
accompanying Product Manual(s) for a period of 90 days from the date of receipt; and (b) any PISCES supplied
hardw are accompanying the SOFTWARE w ill be free from defects in materials and w orkmanship under nominal use
and service for a period of one year from the date of receipt. Any implied w arranties on the SOFTWARE and hardw are
are limited to 90 days and one (1) year respectively or the shortest period permitted by applicable law , w hichever is
greater.

CUSTOMER REMEDIES - PISCES'S entire liability and your exclusive remedy shall be, at PISCES option, either (a) return
of the price paid or (b) repair or replacement of the SOFTWARE or hardw are that does not meet PISCES'’S Limited
Warranty, and w hich is returned to PISCES w ith a copy of your receipt. This Limited Warrant is void if failure of the
SOFTWARE or hardw are has resulted from accident, abuse or misapplication. Any replacement SOFTWARE w ill be
w arranted for the remainder of the original w arranty period or 30 days, w hichever is longer.

NO OTHER WARRANTIES - TO THE MAXIMUM EXTENT PERMITTED BY APPLICABLE LAW, PISCES DISCLAIMS ALL
OTHER WARRANTIES. EITHER EXPRESS OR IMPLIED, INCLUDING BUT LIMITED NOT TO IMPLIED WARRANTIES OF
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE, WITH RESPECT TO THE SOFTWARE, THE
ACCOMPANY ING PRODUCT MANUAL (S) AND WRITTEN MATERIALS, AND ANY ACCOMPANY ING HARDWARE. THE
LIMITED WARRANTY CONTAINED HEREIN GIVES Y OU SPECIFIC LEGAL RIGHTS.

NO LIABILITY FOR CONSEQUENTIAL DAMAGES - TO THE MAXIMUM EXTENT PERMITTED BY APPLICABLE LAW PISCES
AND ITS SUPPLIERS SHALL NOT BE LIABLE FOR ANY OTHER DAMAGES WHATSOEV ER (INCLUDING, WITHOUT
LIMITATION, DAMAGES FOR LOSS OF BUSINESS PROFITS, BUSINESS INTERRUPTION, LOSS OF BUSINESS
INFORMATION, OR OTHER PECUNIARY LOSS) ARISING OUT OF THE USE OF OR INABILITY TO USE THIS PISCES
PRODUCT, EVEN IF PISCES HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES. IN ANY CASE, PISCES'S
ENTIRE LIABILITY UNDER ANY PROVISION OF THIS AGREEMENT SHALL BE LIMITED TO THE AMOUNT ACTUALLY
PAID BY YOU FOR THE SOFTWARE.

This Agreement is governed by the law s of England.

Should you have any questions concerning this Agreement, or if you desire to contact PISCES for any reason, please
use the address information enclosed in this product to contact PISCES or w rite:

PISCES Conservation Ltd

IRC House, The Square

Pennington, Lymington

Hampshire, England

S041 8GN

Tel 01590 676622
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Introduction to CAP

Introduction to CAP

CAP (Community Analysis Package) is a Windows program that offers a range of analytical
techniqgues commonly used by researchers in fields such as biology, geology, palaeontology,
archaeology and the social sciences. CAP is also tested to work on Apple machines using a PC
emulator.

Programs to carry out many of these techniques have long been available, but, they are often difficult
to use and they frequently hawe little or limited graphical output. CAP has been designed for ease of
use on PCs running under Windows. Data can be organised using standard Windows programs
such as Excel and the output from CAP is displayed, exported and printed using standard Windows
techniques. This results in a program that is easily used by both students and professionals.

CAP is particularly useful for teaching because it allows students to quickly enter data, try different
transformations and explore a range of methods within a familiar Windows setting.

The input data set is arranged as a two-dimensional array. In many scientific disciplines the
samples, which are normally collected from set localities and may be called, for example, quadrats,
individuals or stations, form the columns. The variables for each sample are the rows, and may
comprise for example the numbers of each species or other taxon obsernved, a score in a test, the
frequency of a particular type of object or a chemical concentration.

Throughout this Help system, we have often referred to the contents of the rows as species, for the
sake of simplicity, but it should be borne in mind that they may comprise other definitions.

CAP does not include multivariate methods which seek to understand the relationship between two
sets of data, as occurs when both physical and biological data have been recorded for a number of
samples. Howewer, two other Pisces programs, Ecom and Fuzzy Grouping, are designed for this
type of data.

The methods on offer in CAP include both ordination methods such as Principal Component
Analysis (PCA[63)) and Reciprocal Averaging (RA[82)), and classification methods such as
Discriminant Analysis[13h and TWINSPAN[s8), plus a wide range of clustering procedures. Taken
together they provide a powerful suite of methods with which to explore, compare and analyse
community structure. For all methods CAP offers high quality graphical and tabulated output which
is organised in a tabbed notebook style. The program will run on Apple machines with PC emulation
software.

CAP uses the same data structure as Species Diversity and Richness IV which calculates a wide
range of diversity and species richness measures. Together with Ecom and Fuzzy Grouping, the
programs offer a very extensive range of methods for the analysis of ecological communities and
multivariate relationships in general.

CAP 6 introduces the ability to run R code directly from with the program. There have been many
other smaller improvements in the program.

CAP 6.0 was deweloped and produced by Richard Seaby, Peter Henderson and Robin Somes, and
was released in August 2019.

List of methods offered by CAP[ 43
Improvements implemented in CAP 5.0 (2014)[ 30
Improvements implemented in older versions of CAP[ 31
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3 Community Analysis Package 6.0

1.1 Improvements implemented in CAP 5.0

A wide range of new features were added for most of the methods.

1. The methods for selecting and editing group membership[s31 were extensively developed.

2. New dendrogram plotting options 03} were implemented.

3. In PCA: a scree plot[701 showing how the fraction of total variance in the data is explained or
represented by each Principal Component.

(2 CAP Demo 500465 - Hikley fish = (=[5 [t
T S Ovlution Twipan_ Cuseing_Siilay_AmodaionGrouptests_Epermentl_CompareHelp
Ml DBE «cmmf% T anl

Options. «

PCA Scree Plot.

[ cross Products )t PeA Piot i Ao v Variable Pits [ Summary
FEEs [EWorkng Dot oo [ Vorince Scores [ Boemeciors

A scree plot offered by PCA

4. Multidimensional scaling plots[sd) were improved so that a bubble plot showing the relative
abundance of a selected variable in each sample can be displayed. This shows the contribution of
the species to the ordination.

MDS - Axis 1 vs Axis 2 - 2D Model - Hinkley fish
Rotated, Bray-Curtis

2 48 46 44 42 4 88 o5 o4 02 0 0z 04 08 o8 1 12 14 15 18 2
st

20 Srese = 0472405

An example of abubble plot generated using the Hinkley fish demo data set.
5. New data exploration options, Profile Plot[147, Scatter Plot[143 and Matrix Plot[143)
6. Completely new Print Preview[153 for dendrograms and charts.

7. The video guides were removed from the program, and are now hosted on YouTube.

1.1.1 Improvements to previous versions of CAP

The complete list of improvements and changes made to CAP over the years can be found on our

website on the Community Analysis Package page - look for the link called Update History/
Upgrades.

We are continually striving to improve CAP, and all our other software products, if you have any
suggestions or ideas we are always keen to hear them. Please contact us Rz
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1.2

1.3

Introduction to CAP

Methods offered by CAP

Data set statistics[59)

Species correlations[651

Data transformations[49)

Changing the data to relative magnitudesmﬁ

Dealing with zeros[50)

Transposing data[5n0

Analysis of Similarity - ANOSIM 128

Similarity percentages -SIMPER[123

Discriminant Analysis - Canonical Variate Analysileh
Principal Component Analysis- PCA[6

Non-Metric Multidimensional scaling|7_5'ﬁ

Reciprocal Averaging-RAl?Z'ﬁ

Detrended Correspondence Analysis-DECORANAl%'ﬁ
Two-way indicator species analysis-'lWINSPANlE'ﬁ
Agglomerative cluster analysis@

Divisive cluster analysism

Similarity measures[118

Association analysisl@

Experimental methods:
Variable Filteringm

Installation and System Requirements

System requirements:

1. A PCrunning Windows XP or later (It is likely that CAP will run under older versions of Windows,
but we regret that we cannot guarantee this).

2. 50 MB of spare hard disk space

3. INTERNET CONNECTION FOR THE VIDEO GUIDES

CAP does not limit the size of your data set, however your hardware will. To use CAP with very large
data sets (1000 or more species or samples) you will need a fast modern machine with 1 GB
memory or more to perform such calculations quickly. For more information, see Maximum size of
the data set[ oM.

Download Installation:

1. Run the downloaded exe file: the installation process should begin automatically - follow the on-
screen instructions.

2. When installation is complete, there will be a CAP entry under Start: Programs. An uninstall
facility will also be created, in case you wish to remowve the program, and a Desktop shortcut.

Older versions of CAP:
If you already have an old version of CAP installed on your computer, it is not necessary to remowe it
before installing CAP, since the new version will be installed to a different location.

Uninstalling CAP: Note that the CAP folder in My Documents, and its sub-folder Rtemp, may need
to be deleted manually after uninstalling.
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1.4

1.5

5 Community Analysis Package 6.0

General instructions

Start CAP in the normal Windows fashion either by clicking on the Desktop icon or from Start: All
Programs: CAP 6.

Along the top bar are a number of drop-down menus. These work in the same way as other standard
Windows programs.

i= CAP 6.2.4.479

File Edit Ordination Twinspan Clustering Similarity Association Group tests  Experimental Compare BRunRcode Help

File: To open, re-open, create, export, print and save data sets.

Edit: To cut copy and paste to and from the active window.
Ordination: To select an ordination method to apply to the data.
Twinspan: To initiate a Twinspan analysis.

Clustering: To select a cluster analysis.

Similarity: To display similarity measures between samples.
Association: To perform a Chi squared association test.

Group tests: To assign samples to groups and look for similarities between the groups.
Experimental: To use the experimental Species Filteringfi4l method.
Compare: To compare samples in terms of the variables present.

Run R Code: To use R code snippets natively within the CAP program.
Help: to enter the Help system.

When the program is started, you will be presented with a blank working area. Use File: Open or
Reopen to select and open your data file, or File: New to create a new data set. The raw data will be
displayed on the 'Raw datal 34y page; there is a corresponding 'Working datal 48} page where you
can manipulate and transform the data. Initially, the Raw Data and Working Data will display the
same values — except that CAP will remove any zero-sum rows or columns from the Working Data
array. Once a transformation or some other adjustment has been applied to the data (for details see
below) the Working Data form will display the adjusted data. The analyses will only use the Working
Data set; your original (Raw) data will be unchanged, unless you choose to save the transformed
data set over the existing file.

Obtaining helpl173

Quick guide to running a data set[ 61

Demonstration data sets[19

Creating and editing a data set[34)

Maximum size of the data set and computation speed| o1
Printing and exporting your results[153

Zooming on charts[is3)

For more information about using CAP and a video demonstration[ 8™ see the Help: Guides:
Introduction.

User preferences

CAP's user preferences offer considerable control over the display and handling of your data.
From the Edit menu, choose Preferences.
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Introduction to CAP

Copy Chrl+C
Paste

Preferences. ..

The following screen will be displayed:

CAP - User preferences e 1 E
1 humnber notation
Decimal  ~
Center  ~

|1ze these dropdowns to select what you will call
wour vanables and zamples; e.g. in biology, the
varnables are often zpecies or taxa.

12345.678912 | Data notation: Decmal

Data predsion: &
Motation: Standard decmal format. Cell alignment: Center
The number of dedmal places is Load last file on startup: Mo
specded by the dedmal predsion box Mumber of files in recent files list: &
on this form. Show Instant Assist at Startup: Mo

i

YWhen you zelect yvaur
required data notation, itz
format iz dezcribed here

Settings for data notation, precision and alignment can be set in the Data formatting group. The Data
notation drop-down allows you to select between Decimal, Scientific, General and Number; these
choices are explained in the 'Current settings' text box at bottom left.

In the File handling group, the options to reload the last file you were using whenever the program
starts up, and also to set the number of files visible in the file list, can be set. You can also choose
whether or not to show the Instant Assist feature on program startup.

Quick guide to running a data set

With CAP data can be imported directly from an Excel spreadsheet as a native Excel file (.xls), or

as a Comma-separated value (.csv) or text (.txt) file - see Preparing large data sets[36), and Import
from Excell371 for further details.

1. Start CAP and open your data file from the File menu. The default file type is .csv, use the
drop-down menu to select either .xls or .txt if required.
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The data will now open in the Raw Data window. CAP will alert you if there are any problems -
such as rows or columns that sum to zero - which might cause the calculations to malfunction.
Sometimes it will require you to take some action, such as replacing a cell's contents,
otherwise it will make the required changes automatically. CAP will only make these changes
to the Working Datal 48" grid; the Raw Data will always contain the complete original data
array. The stored data file will not be altered unless you use Sawe or Save As to sawe the
Working Data over the existing data file.

The alert screen is shown below. When you press Continue, the data will automatically be
transferred to the Working Data tab.

{&= Errors found during file opening e ' E‘El&]

Problems have been found with the data in this file.

You can print out this text to help you resolve them

The following rows were removed as they appear to have no data in them
This can cause several methods to fail

Hydrida

When CAP haz identified data input
problemz, note the locality of the izzue(z] in
your data grid and any necezzary action [in

thiz caze, CAP has resolved the problem
automatizally], and then press Continue.

T

Print Continue

e

If necessary, edit the Raw Data grid[341 to correct any problems highlighted during the file
opening.

On the Working Data tabl48), undertake any transformations or relativisations you require. Note
that any changes undertaken on the working data will not change the raw data. Once an
adjustment has been made, remember to click on the Submit button to create adjusted data
sets for analysis.

Select a method from the menu toolbar, choose the setup options and run the analysis. Use
the tabbed windows to examine the output. All aspects of the charts and plots can be altered
using the buttons on the toolbar above the chart (shown below). For more instructions on
editing charts, see 'Printing and saving results [1531.

RGSDB <P AT

Use File: Print or the Printer button on the toolbar to print the charts, and Edit: Copy or the
Copy button to copy it to the clipboard for pasting into another application.

Use the Save button on the toolbar to save the chart as an image file for use in another
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application, or as a TeeChart Pro (*.tee) file. See exporting charts[153) for further details.

For more information and a video demonstration see the Help: Guides: Data In.

Video guides

Previous versions of CAP included video guides installed with the program. While the guides are very
useful, the installation of the videos occasionally caused anti-virus software to flag one of them as
being infected with a trojan. It was proven that there was no such infection, but the problem
periodically resurfaced.

Instead, we now host all the instructional videos on YouTube. This has seweral advantages:

1. The size of the installation file is less than 50% of the old version, making for quicker and easier
downloading when buying digitally. This is especially useful for users in remote locations with
slow internet connections.

2. Faster and simpler installation.

3. No more false warnings from anti-virus software about trojan infection.

4. We can easily issue updated versions of the video guides.

You can find our YouTube channel here.

The individual guides featured are:
General introduction to CAP

Input & output

Creating groups

Choose demo data set

CAP comes with 16 demo data sets, which have been chosen to demonstrate the full range of
capabilities of the program; most of the examples shown in this Help system use one or another of
these data sets. They fall in to 4 categories; Biology, Geology & Palaeontology, Archaeology &
Anthropology, and Sociology & Marketing. They are all described, and 4 detailed worked examples
are provided, in the Demonstration Data Sets section[19].

To open a demo data set, click File: Open a demo data set, and select the one you require from
the dialog:
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1.10

r -
{= Choase Dema Data l =NEc |—$_."h]
Data From:
@) Biology Geology & Palasontology

Archaeology & Anthropology Sociology & Marketing

Data Mame
Dune spedes @) Powerstation fish
Hinkley fish Cicada
River inverts Irises

Data description
Power Station Impingement Data

The numbers of fish kiled on power stations at selected stations
around Northern Europe

Load Data

Large data files

If you are planning to use large datasets with CAP then you may find the PISCES LIST COMBINER
very useful. Old versions of Excel have a limit of 255 columns per worksheet. LIST COMBINER will
take all your worksheets and combine them all into one large csv file (summing and sorting the
values for each variable along the way) ready to load directly into CAP. See www.pisces-
conservation.com/softutils.html for more details.

See also Maximum size of the data set[ oM.

Maximum size of the data set and computation speed

In CAP, array handling technology is used to enable the analysis of very large data sets.

Theoretically, the size of the input data matrix is unlimited, although, in practice, the memory
resources of the PC are usually the limiting factor. In tests, we have run CAP with a data array of
5000 variables x 5000 samples without difficulty.

Because of its unusual computational requirements, which involves the generation of new data items
in the form of pseudospecies, TWINSPAN is more demanding in memory usage. The maximum size
of the data set whilst running TWINSPAN is therefore likely to be smaller than for the other
multivariate methods. It should still easily be sufficient for most users' needs, howewer.

Our approach to data handling means that on a reasonably modern PC, most of the computation,
even on very large data sets, can be completed within a few seconds. All computations with data
sets of up to 100 samples by 100 variables are usually almost instantaneous.

If you do run into speed problems with very large data sets, it will generally be improved if there are
no other Windows applications running at the time.
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Common errors and problems

Common errors and problems
No matter how much care is taken with data preparation, it is not unusual to encounter problems

when initially loading and running analyses on a data set. These are usually simple to rectify.
Common error messages and their solutions are shown below.

1. Singular Matrix in Lower-Upper Decomposition routine.

Some data sets simply will not work with a Discriminant Analysis, if there is low (or zero) variability
in the samples/sites, or if there are close correlations between sites or variables. The program will
show two error messages; the first shows where in the data set the problem lies:

[cars |

Singular matrix in Lower-Upper Decormposition routine - Zero
Surmn of Celurmn 3

L

while the second states that no analysis is possible:

[ Error ﬁﬂ'

,:" x'] Could not calculate the determinant.
M Mo analysis possible

L

2. " isnot a valid floating point value.

This will occur if the raw data set holds blank columns or rows - ones that sum to zero. Remowe
blank columns and rows by using ‘Handling zeros[s0Y in the Working Data tab. It may also occur if
the raw data holds a blank cell. In some cases CAP will identify the problem cell which should be
edited. Normally it is because the data has been prepared in a spreadsheet using blanks to
represent zero values.

@ "is not a valid Floating point walue

Occasionally, this error can occur because a blank space or a character has been accidentally
entered into a cell outside the data matrix when it was being prepared in a spreadsheet program. To
prevent this happening, it is good practice, before saving your data set as a .csvfile, to highlight the
first 10 or so blank rows and columns below and to the right of the data matrix, and press 'Delete".
This will clear the cells of any accidentally-entered contents.
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3. I/O error 32 - access denied.
This will occur if the data file you are trying to open is currently being used by another program -
normally the spreadsheet which was used to organise the data.

@ I/ errar 32 - access denied

Close the file in other programs and try again.

4. When a data file is opened, all the data are dumped into the first cell, rather than
opening in the grid properly.

This is usually because there are one or more blank cells in the second row of data. If the blanks are
replaced by zeros, or another row with no blanks is put in the second position, the problem should
disappear. Row 2 is the crucial one; blank cells are tolerated elsewhere.

5. | entered the data in a spreadsheet program, and saved it as a csv file. When | try to
open it in CAP, the numbers are separated by ';' not ',' so the analysis will not run.

This is because some non-British systems use ; instead of , to separate values in a csv file. Open
Windows Explorer, and change the file extension from csvto txt (i.e. Filename.csv becomes
Filename.txt). Open the txt file in Word or another word-processing program. Use the Find/Replace
function to replace every ; with a, then save the file again. Change the txt file extension back to csv.
It should now open and run perfectly in CAP.

6. | attempted to run TWINSPAN using the default settings but got an I/O error 103.

CAP I\ - Alpha Test

8 LiC error 103,

5

If you have large numbers in your data set this may occur. The reason is that, as part of its normal
operation, TWINSPAN adds some very large numbers to each data value, in order to increase the
discrimination between them. If you already have large numbers the resulting values may be too
large for the data types used within the program. The solution is to transform your data. Usually a
square root transformation will resolve the matter.

7. Interpreting TWINSPAN output.

In TWINSPAN OUT: concerning the list of Indicators and their sign (i.e. Species 1 (+), Species 2 (-)),
does the (+) represent species present in the class and (-) represent species NOT present in the
class? If so, then are the only sample points (quadrats) representing the TWINSPAN classes those
listed under the positive group?

In the TWINSPAN output Speciesl (+) indicates that speciesl is characteristic of the quadrats
classified to the right of the centroid of the primary axis of the ordination. It does not mean that the
Speciesl is absent in all the quadrats to the left of the centroid. An output of, say, Species2 (-)
would mean that Species2 is characteristic of quadrats to the left of the centroid. Remember that if
TWINSPAN is not undertaken on presence/absence data; it uses pseudospecies so the same
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species can be an indicator at different lewvels of abundance.

In the case of presence/absence data there will certainly be a strong tendency for a positive species
only to be present in the group of quadrats to the right. Howewer, this is not necessarily always the
case.

8. Invalid floating point operation.
This often indicates that there are rows or columns with no data in them. Use the Handling Zeros
button on the working data tab to find and remowve the offending row or column.

9. My files do not appear to be saved.

This is often caused by the lack of the correct file extension. By default, the Open File dialog

shows .csv files. To see other files in the Open File dialog, select .xls, .txt or All Files from the Files
of type: drop-down menu. WARNING: the latter option will show all the files in the directory - whether
they are compatible with the program or not. If you have saved a file without an extension either add
the extension outside the program (open the folder in Windows Explorer or My Computer, single-
click the file and press F2 to edit the file name), or open the file and save with the correct extension
using 'Sawe as...'

10. When | press F1, no Help screen appears.
Ensure that the window on which you are seeking help is the active one.

11. | want to use a similarity or distance measure that is not offered by CAP.
Contact PISCES[72 and we will try to implement the measure for you.
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Comparing and classifying communities

Even a quite modest field survey can produce a bewildering amount of information on the presence
and abundance of species, pottery or fossils, and it is frequently difficult to identify and summarise
the main features and inter-relationships between communities. This section describes the different
approaches and techniques you can use. The aim is to describe the ways in which your data can be
presented and explored, and little attention is given to the theoretical background of the techniques.

Useful sources for information about the mathematical background to these techniques are Legendre

& Legendre (1998)1173 and Kent & Coker (1992)1173\

Organising your data for analysisl?ﬁ
Searching for similarity[14%
Multivariate analysis/[15)

Cluster analysis[14

TWINSPAN/ 167

Principal Component Analysis (PCA)[16)
Non-metric Multi-Dimensional Scaling (n-MDS)[ 751
Reciprocal averaging (RA & DECORANA)[17A
Discriminant Analysis[17)

Searching for similarity

When we compare the flora or fauna sampled at different localities, we often wish to know how
similar are their species assemblages. Numerous methods have been devised for the measurement
of similarity, the most successful of which are described below. Legendre & Legendre (1998)k72) give
a more complete account of similarity and distance measures.

Similarity indices[118 are simple measures of either the extent to which two habitats have variables in
common (Q analysis), or variables have habitats in common (R analysis). Binary similarity
coefficients use presence-absence data, and more complex quantitative coefficients can be used if
you have data on species abundance. When comparing the variables at two localities, indices can
be divided into those that take account of the absence of a variable from both communities (double
zero methods), and those that do not. In most ecological applications it is unwise to use double-zero
methods as they assign a high level of similarity to localities which both lack many species. We
would not normally consider two sites highly similar because their only common feature was the
joint lack of a group of species, which could occur because of sampling errors or because both sites
were unsuitable.

Cluster analysis

When numbers of sites or habitats are to be compared, the similarity measures 118 offered by CAP
can form the basis of cluster analysis, which seeks to identify groups of sites, or stations that are
similar in their species composition.

Classification methods comprise two principal types, hierarchical, where objects are assigned to
groups that are themselves arranged into groups as in a dendrogram, and non-hierarchical, where
the objects are simply assigned to groups. The methods are further classified as either
agglomerative@, where the analysis proceeds from the objects by sequentially uniting them, or
divisive[08), where all the objects start as members of a single group which is repeatedly divided. For
computational and presentational reasons hierarchical-agglomerative methods are the most popular.

The basic computational scheme used in cluster analysis can be illustrated using single linkage
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cluster analysis as an example. This is the simplest procedure and consists of the following steps.

Start with n groups each containing a single object (sites or variables).

Calculate, using the similarity measure of choice, the array of between-object similarities.

Find the two objects with the greatest similarity, and group them into a single object.

Assign similarities between this group and each of the other objects using the rule that the new
similarity will be the greater of the two similarities prior to the join.

5. Continue steps 3 and 4 until only one object is left.

PN PE

The results from a cluster analysis are usually presented in the form of a dendrogram:

775 58.1 388 19.4 0

Sample 1
Sample 3
Sample 2
Sample 13
Sample 14
Sample 4
Sample &
Sample 11
Sample S
Sample 12

Sample 10

Sample &
E Sample 9

Sample 15
Sample 16
Sample 7

Sample 17
Sample 23
Sample 19
Sample 20
Sample 22
Sample 26
Sample 24

Sample 21

Sample 18
Sample 25

The problem with all classification methods is that there can be no objective criteria of the best
classification; indeed even randomly-generated data can produce a pleasing and convincing
dendrogram. Always consider carefully whether the groupings identified seem to make sense and
reflect some feature of the natural world.

If you wish to use R see Run R code[173

Multivariate analysis

Multivariate analysis is used when the objective is to search for relationships between, or classify
objects that are defined by, a number of attributes. Generally, we seek to show the relationship
between sites (or samples) using the measured variables (eg species) as the attributes. Data sets
can be large, for example marine benthic or forest beetle faunal studies can easily require analysis
of a matrix of 100 samples (stations) by 350 species, and thus multivariate analysis requires a
computer. If the objective is to assign objects to a number of discrete groups then cluster analysis
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should be considered. If there is no a priori reason to believe the objects will or could naturally fall
into groups, then an ordination technique may be more suitable. Ordination assumes the objects
form a continuum of variation and the objective is often to generate hypotheses about the
environmental factor(s) that mould community structure.

There is a considerable literature on multivariate techniques. Useful texts for ecologists are Legendre

& Legendre (1998)173) Digby & Kempton (1987)73 and Kent and Coker (1992)[172)

TWINSPAN

TWINSPAN/88Y was developed for, and is still mostly used by, botanists. However, the method can
be used by other disciplines, although in fields such as archeology the concept of a pseudospecies
may be difficult to present. This method can be used with presence-absence, % cover and
guantitative data. The ability to effectively handle % cover makes the method particularly attractive to
botanists. The Two-Way INdicator SPecies ANalysis procedure (Hill et al. 1975) also produces
dendrograms of the relationship between species and samples, but uses the Reciprocal Averaging
ordination method to order the species and samples. Thus the method is something of a hybrid
between classificatory and ordination methods. It is particularly attractive in studies where the
objective is to classify communities so that field workers can quickly assign an area to a community
type, and is much favoured by botanists. This is because it identifies indicator species characteristic
of each group identified.

TWINSPAN is a useful techniqgue when you are seeking to identify species that can be used to
characterise particular communities. It is, howewver, not always an easy method to understand. A
particular oddity of the method is the concept of 'pseudospecies’. Each species is divided into a
number of pseudospecies which represent the different abundance lewvels at which it was found.

Principal Component Analysis (PCA)

Principal Component Analysis[631 (PCA) is the oldest and still one of the most frequently-used
ordination techniques in community ecology. It is most appropriate for full quantitative data, but can
be used if abundance is classified into a number of abundance classes. The objective of the method
is to express the relationship between the samples in a 2- or 3-dimensional space that can be
plotted and usefully visualised. This can only be achieved if many of the variables are positively or
negatively correlated. Normally this will be so for a number of reasons. First, there is the
interdependence between organisms in an ecosystem, and second, because many variables
respond similarly to environmental variables such as temperature and water.

General descriptions of the procedure for biologists are given Legendre & Legendre (1998)[173; Digby
& Kempton (1987)h73; Kent & Coker (1992)1173.

The analysis is undertaken on either the between-sample variance-covariance matrix, or the
correlation matrix. If the variables vary greatly in abundance you will probably need to transform the
data by taking logarithms or using a square-root transformation. Logarithmic transformations would
be excellent if it were not for the fact that zeros cannot be handled. A frequently-used procedure is to
add 1 to all the observations. This can distort the output, and so it is probably more appropriate to
use a square-root transformation.

If you undertake a PCA on the correlation matrix you will be giving all variables, irrespective of
abundance, equal weighting, whereas the analysis undertaken on the variance-covariance matrix will
reflect differences in abundance, but can result in the numerically-dominant variables determining the
output. When successful, PCA will present major features of a complex community in only 2 or 3
dimensions and the ordination of samples (sites) along these new axes can be related to underlying
environmental factors that are moulding community structure. PCA can be judged a success when
the first two or three principal axes explain an appreciable proportion of the total variability in the data
set. For large ecological data sets with > 20 species, if the three largest axes can explain more than
30% of the variance, this would generally be considered satisfactory.
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If you wish to use R see Run R codefi73

Reciprocal Averaging (RA)

Reciprocal Averaging|?2'ﬁ (also termed Correspondence Analysis) and an adjusted version called
Detrended Correspondence Analysis (DECORANAW) are the final types of ordination method that
are frequently used. They are best used on quantitative data, although they can give good results
with classed abundance data. Both of these methods are particularly effective when it is suspected
that the sites (samples) can be arranged along an environmental gradient. Further, the method
allows the site and variable (e.g. species) ordinations to be plotted on the same figure, which allows
the influence of the variables in determining the ordination of the samples to be uncowvered.

If you wish to use R see Run R codefi73

Discriminant Analysis

Discriminant analysislﬁﬁ (also called canonical variate analysis) is a standard method for testing the
significance of previously-defined groups, identifying and describing which variables distinguish
between groups, and producing a model to allocate new samples to a group. DA allows the
relationship between groups of samples to be displayed graphically.

A goal of a discriminant analysis is to produce a simple function that, given the measurements of a
number of variables, will classify an object into a known group. The point to note is that for DA you
require pre-defined groups.

Copyright 2019, PISCES Conservation Ltd






19 Community Analysis Package 6.0

3 Demonstration data sets

Installing CAP also installs a selection of demonstration data sets of widely differing size and type.
These allow you to experiment with the program and by opening these files in Excel or another
spreadsheet, see how the data are organised. Files are embedded within the program.

From biology

Aldabra Atoll vegetation survey data - aldabra veg.csv

Coastal dune vegetation suney - dune species.csv

Hinkley Point fish survey - Hinkley fish.csv

Southern English chalk stream invertebrate survey - River inverts.csv - see Worked Example Stream
Invertebrates 201

Data on fish caught on power stations in N. Europe - Powerstation fish.csv

Data on the songs of different cicada species - cicada.csv - see Worked Example Cicada Song[301
Data on the morphology of 3 species of iris flower - irises.csv

The Hinkley fish.csv file holds the actual monthly captures of fish collected at Hinkley Point in the
Sewvern Estuary owver a 14 year period. You can find more information on this exceptional time series,
which is now in its 34th year, on our website.

From archeology and anthropology

Measurements on Egyptian skulls through time - Egyptian skulls.csv

Analysis of Japanese potsherds - Jomon Hall.csv - see Worked Example Japanese Pottery[22]
Seriation of Ancient Greek finds - Melos.csv

Analysis of Nigerian potsherds - Nigerian pottery.csv

Comparison of chemistry of Romano-British pottery - Romano British pottery.csv

East Anglian employment in the middle ages - 16 century east anglia.csv

From geology and palaeontology

Analysis of Ordovician molluscs - Ordovician fossils.csv

Petrology of igneous rock Martinsville Virginia - Petrology.csv - see Worked Example Martinsville
Igneous|?6'1

Sociology and marketing
Soft drink preferences - beverages.csv

Lawnmower use - lawnmower.csv
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Worked Example - Stream Invertebrates

To help you understand the full capabilities of the program and its methods, we present below a
worked example, using one of the data files installed with the program: River inverts.csv.

The data were collected in 2000 as part of an investigation into the effects of river restoration on
biodiversity in several chalk streams in southern England. The report on the investigation, Effects of
physical restructuring of channels on the flora and fauna of three Wessex rivers, can be downloaded
in Adobe Acrobat PDF format from our website at consult.pisces-conservation.com/latestreports.
html

Concentrating on macroinvertebrates, the data comprise percentage composition by family from
restored and unrestored reaches of the 3 rivers and 2 tributaries. There are 61 families (rows) across
49 sample sites (columns).

The site names are coded with the initial letter of the river, the site name, and 'U' or 'R’ for unrestored
or restored. The rivers are the Wylye, its tributary the Till, the Piddle, its tributary the Devil's Brook,
and the River Avon. So for instance, the unrestored stretch at Hyams Farm on the Awon is coded
Ahyam U, and the restored site at Great Wishford on the Wylye is coded Wgwish R.

To begin the example, open the data file from the File: Open a demo data set menu. On opening the
file, a warning box pops up, to inform you that the row titled 'Hydrida' has no data - i.e. all the values
are zero. The program will automatically remove this row from the Working Datal 481 set.

Let us first perform a Principal Component Analysis; from the Ordination menu, choose PCA -
Covariance. Click on the PCA Plot tab which appears at the bottom, to view the resulting chart
(shown below with all labels remowved, for clarity). Note that, because the PCA depends on a
randomisation of the data, the chart may appear as a mirror image of the one below. This is
unimportant.
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Immediately, we can see that most of the species vectors are tightly grouped in the centre of the
plot, but there are 3 strong vectors and a number of sites associated with them. By experimenting
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with the labelling, we can see that the three families are Simuliidae, Hydrobiidae and Gammaridae.
By looking at the site labels, it becomes obvious that the 8 sites plotted in a line to the right are the
A sites, from the River Avon. The vector suggests that these sites are strongly correlated with the
Hydrobiidae. Similarly, the site at the top left, Wyarn U, is strongly correlated with the Simuliidae.
We can confirm this from the working data; over 90% of the individuals in the Wyarn U sample were
Simuliidae.

To give the chart more impact, we should now label the chart to show the vector titles etc; follow the
instructions for adding annotations[163 under Preparing Charts for Outputfé2.
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Similar conclusions can be reached by performing Reciprocal Averaging; choose Ordination :
Reciprocal Averaging to perform the analysis. After adding annotationsfie2 and linesfied), the plot
appears as below:
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W Yarn U is correlated with the Simuliidae and Ptychopteridae, whereas the group of 8 Awvon sites is
strongly associated with Hydrobiidae, Tabanidae and Leptophlebiidae.

Worked Example - Japanese Pottery

Demonstration data set: Jomon Hall.csv.

Reference: Hall, M. E., 2001. Pottery styles during the early Jomon period: geochemical
perspectives on the Moroiso and Ukishima pottery styles. Archaeometry 43, 59-75.

This example is based on the study by Hall (2001) of pottery shards from the early Jomon period (c.
5000+2500 BC). Energy-dispersive X-ray fluorescence was used to determine the concentration of 15
minor and trace elements in 92 pottery sherds. The sherds came from four sites in the Kanto region
and belong to either the Moroiso or Ukishima style of pottery.

The author reasoned that if the pottery were locally produced, we should expect to find statistically
significant differences in the chemical composition between potsherds from different sites. If there
are no differences between sites, then we can assume that the Jomon potters utilized raw materials
that were geochemically similar, or that the pottery was part of a trade/exchange/redistribution
network between settlements. For each sherd the elemental composition of barium (Ba), copper
(Cu), gallium (Ga), iron (Fe), lead (Pb), manganese (Mn), nickel (Ni), niobium (Nb), rubidium (Rb),
strontium (Sr), thorium (Th), titanium (Ti), yttrium (Y), zinc (Zn) and zirconium (Zr) were measured.

Preliminary data examination and transformation

The concentration of the elements present varied greatly from about 105 ppm for iron (Fe) to around
10 ppm for yttrium (Y). The author therefore undertook a log 10 transformation on the data to reduce
the dominance of Fe and Ti in the analysis. Given the 5 orders of magnitude difference in
concentrations and the fact that the data set holds no zeros, a log transformation is a good choice.
Niobium was removed from the data set prior to analysis as it was generally below the detectable
limit.

The use of the correlation matrix

PCA was done on the correlation matrix of the log-transformed data. By using the correlation matrix
the author was giving all the elements the same influence on the final ordination. This is the correct
choice if it is believed that all elements can potentially equally contribute to the identification of
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similarities between sherds, irrespective of concentration. In fact for these data the author would
have reached substantially similar conclusions if the variance-covariance matrix of log-transformed
data had been used instead.

Results

As shown in the table below, the first 3 axes explained about 57.89 % of the total variability in the
data set. The sum of all the eigenvalues, which is a measure of the total variability, is 14, which is
simply the sum of the number of variables used in the analysis. This summation is always true when
a correlation matrix is used. Therefore the percentage variability explained by the largest eigenvalue
is 4.713/14 x 100 = 33.66%.

Eigenvalues Cumulative percentage of
the total variance
1 4.713 33.66
2 1.954 47.62
3 1.437 57.89
4 1.228 66.66
5 0.9771 73.64

These results suggest that much of the variability in elemental composition can be expressed in 3
dimensions. The first 4 dimensions are probably meaningful (eigenvalues > 1).

An examination of the 3 2D plots possible for the 3 largest components showed that the position of
the sherds in the 2 dimensional space defined by the 1st and 3rd principal components separated
the sherds into the 4 localities (Fig 1). Four sample outliers in the PCA were a:mb:002, k:uk2:008,
n:uk:137 and s:mb:007. For example, the sherd s:mb:007 is represented by the grey square on the
far right of the plot. By repeating the analysis with the outliers remowved (Fig 3) we can see more
clearly the grouping of the shards between the 4 sites. In the figure, each of the sites is coded as a
different colour. You will see for example that the blue squares, representing the Narita 60 site are
clustered in a single discrete area.
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PCA Plot - Correlation Matrix - Jomon Sherds - all data
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Figure 1: PCA ordination of Jomon potsherds. Red — Aryoshi-kita, Yellow — Kamikaizuka, Blue - Narita 60
and Grey - Shouninzuka.
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PCA Plot - Correlation Matrix - Outliers Removed
Principal Axis 1
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Figure 2: A plot of the eigenvectors for the 14 elements used for the PCA.

The plot of the eigenvectors in Fig 2 shows that Principal axis 1 is a measure of the concentration of
the elements Zn, Ba, Mn, Zr, Ga, Cu, Ni, Fe, Y and Ti present, with sherds to the left (negative
direction) of the axis having the largest concentrations. Axis 3 is a measure of Sr, Rb, Th and Pb
concentration with the greatest concentrations at the top (positive direction) of the axis.

The samples were also classified by pottery style — Red is Moroiso A, Yellow Moroiso B and Blue
Ukishima. By comparing the plot showing the sites and the styles it is apparent that the Ukishima
pottery is found at all the sites. Note that there is some difference in the elemental composition in

the pottery styles, with Moroiso sherds having generally higher concentrations of all the elements
measured.
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PCA Plot - Variance-Covariance Matrix - Outliers removed
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Figure 3: PCA ordination of Jomon potsherds using the Variance-covariance matrix. Red — Aryoshi-kita,
Yellow —Kamikaizuka, Blue - Narita 60 and Grey - Shouninzuka.

Conclusions

Hall (2001) concluded that Principal Component Analysis indicates that there are four major groups
in the data set, which correspond to site location. This indicates the majority of Early Jomon pottery
found at four sites in Chiba Prefecture was made from locally available raw materials. While the
Kamikaizuka and Shouninzuka groups owerlap, both sites are less than 10 km apart and their
potters could have shared the same raw material sources.

For sites having both Moroiso and Ukishima pottery, both styles of pottery were made from the
same or geochemically similar raw materials. This suggests that both styles were probably made at
the same site, and indicates that if the different pottery styles are reflecting ethnic identity, then
intermarriage between ethnic groups is occurring. Alternatively, the pottery styles could be reflecting
some sort of social interaction between groups.

Worked Example - Martinsville Igneous

Demonstration data set: Petrology.csv

Reference: P. C. Ragland, J. F. Conley, W. C. Parker, and J. A. Van Orman, 1997, Use of principal
components analysis in petrology: an example from the Martinsville igneous complex, Virginia, U.S.
A. Mineralogy and Petrology 60:165-184.

This example is based on the study by Ragland et al. (1997). This paper examined the utility of PCA

for the analysis of the relationship between geological structures using a chemical dataset for the

Martinsville igneous complex (MIC), Virginia, USA. The study sought to answer 4 main questions:

» Can PCA discern geochemical trends or relationships among lithologic units that have
petrogenetic significance? If, so, what are these trends and what do they indicate about the origin
of the rocks?

» Can PCA determine which of the original chemical variables are the most meaningful and do these
correspond to the traditionally accepted variables, such as SiO, and MgO?

> Are the PCA-generated variables as useful or more useful for petrogenetic purposes than the
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original chemical variables?
» Owerall, is PCA a useful alternative to the traditional approaches for examining these types of
geochemical and petrologic data?

Preliminary data examination and transformation

The data set comprised data on the percentage weight of the oxides of 10 major elements and the
concentration in parts per million of 3 trace elements (Rb, Sr and Zr). The authors checked the
variables for normality and noted that MgO was not normal and so log-transformed this variable. This
transformation does in fact make no difference to the ordination or the resulting conclusions.

The use of the correlation matrix

PCA was undertaken on the correlation matrix; this was essential if the ordination was not to be
dominated by the three variables with the largest variance because of their magnitude (Zr, Sr and
Mgq). This is the correct choice if it is believed that all elements can potentially equally contribute to
the study of the relationships between the rocks.

Results

As shown in the table below, the first 2 axes explained about 72.9 % of the total variability in the
data set. The sum of all the eigenvalues, which is a measure of the total variability, is 14, which is
simply the sum of the number of variables used in the analysis, because the correlation matrix was
used. Therefore the percentage variability explained by the largest eigenvalue is 7.28/14 x 100 =
52.01%. The first 3 dimensions are probably meaningful (eigenvalues > 1).

Eigenvalues Cumulative percentage of
the total variance
1 7.282 52.01
2 2.918 72.86
3 1.27 81.93
4 0.8209 87.79
5 0.5165 91.48

The authors reported a higher percentage of the variability explained by the first two axes probably
because they combined the percentage composition for the two iron oxides into a single variable.
However, this makes little difference to the ordination produced.

These results show that much of the variability in chemical composition can be expressed in 2
dimensions.

The plot of the eigenvectors (Fig 1) shows that Principal Axis 1 arranges the samples so that those
with the highest concentrations of Ca, Fe, Al, Mn, Sr, P and Ti are towards the left (negative) and
those with highest concentrations of Si, Rb and K to the right (positive). Axis 2 is a measure of Zr
and Na concentration with the greatest concentrations at the bottom (negative direction) of the axis.
The authors recognised 4 groups of eigenvectors. 1) Si, Rb, K; 2) Ca, Mg, 3) Fe, Al, Sr, Mn; 4) P, Ti,
and 5) Na, Zr. When grouping eigenvectors you must consider the angle between them, not the
length of the vector. The present results would suggest that P and Ti make a poor group, but they
can be viewed as intermediate between {Zr, Na} and {Fe, Al, Sr, Mn}.
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An examination of the 2D plots (Fig 2) shows a clear clustering of the rock samples. When the
samples are grouped according to their mineralogy it is clear that the PCA ordination based on
chemistry produces a similar classification. For example, that the syenodiorite can best be
distinguished by its relatively high Na and Zr contents. The granites are characterized by relatively
high Si, Rb, and K, and the Rich Acres gabbros being relatively enriched in Mg, Ca, and Fe. The
authors do not consider these finding “particularly a surprise” and if the PCA “only confirmed the
mineralogical groupings and chemical differences easily apparent, they would be of limited value.”
The particular value of the PCA is in showing relationships and hybrids. For instance, the hybrid
Leatherwood rocks (blue squares) are intermediate in composition between the granites (yellow
squares) and the diorites (red squares).

PCA Plot - Correlation - Petrology
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Fig 1: A plot of the eigenvectors.
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PCA Plot - Correlation Matrix - Petrology Example
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Fig 2: PCA of the rock samples.

Conclusions

Ragland et al. (1997) concluded that Principal Component Analysis was useful: “... PCA is an
insightful tool in petrology and geochemistry and is recommended as a first-step, exploratory
technique for a dataset of chemical analyses. It allows the researcher to determine which of the
original variables may be the most useful in characterizing the dataset.” Further, it is capable of
identifying possible relationships and hybrids and thus can be used as an aid when generating
hypotheses about relationships between and origins of rocks.

Alternative approaches

Ragland et al. (1997) used the correlation matrix for the PCA which had the effect of giving equal
weighting to every element. The plot below shows the ordination of the sites using the variance-
covariance matrix calculated with all variables log transformed. It is interesting to note that
essentially the same clusters are formed but the eigenvectors show a number of tight pairs {Zr, Na},
{K, Rb}, {Mn, Fe} and {Ca, Mg}. This plot also shows that it possible to place the samples and the
variable eigenvectors on the same plot. Some authors, including Ragland et al. (1997), plot only the
apex of the eigenwvectors. To awid confusion, this should be awided; the relationship between
eigenvectors given by their angular difference is more easily studied if they are plotted as vectors.
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PCA Plot - Variance Covariance Matrix - Petrology
Eigen vector axis 1

15
1.4
13
12]
14

03]
o8]
07
o8]
05
0]
03
02
0]
415
01 R 4z 190 O
2]
03]
4]
05 38z 02
8]
o7] "m 025

08 4189 =] 4132 03

[u} [ I
a

Principal Component 2
2.
=)
Z sixe lojoaa uabig

08 o 5] 035

ERE
-1.29 4443 045
1.3
14

055
5]

E) E] [} 1 2
Principal Component 1

Fig 3: PCA for petrology example based on the covariance matrix.

Worked Example - Cicada Song

Demonstration data set: cicada.csv.

Reference: Ohya, E., 2004. Identification of Tibicen cicada species by a Principal Component
Analysis of their songs. Anais da Academia Brasileira de Ciéncias 76: 441-444.

Ohya (2004) used recordings of cicadas to demonstrate that the songs of different species could be
differentiated using PCA. This example shows the use of PCA to compare the features of time
series. It also shows that standard measurements for known types, in this case species, can be
included in the data set so that samples can be assigned to groups by their proximity to these
standards within the ordination space.

Preliminary data examination and transformation

The data set comprised observations of Peak frequency (Hz), Mean Frequency (Hz) and No of
pulses per 0.2 s. Recordings were made on 12 individuals of unknown species and 3 standard sets
for the species Tibicen japonicus, T. flammatus and T. bihamatus. No transformations were
undertaken.

The use of the correlation matrix

PCA was undertaken on the correlation matrix; this was essential if the ordination was not to be
dominated by frequency measurements, which were between 5000 and 7000, while the pulse rate
ranged between 8 and 20. It would also have been possible to have rescaled frequency in KHz and
used the variance-covariance matrix.
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Results

As shown in the table below, the first 2 axes explained about 98% of the total variability in the data
set, demonstrating that a 2 D graph can show the relationship between the cicada species. The sum
of all the eigenvalues, which is a measure of the total variability, is 3, which is simply the sum of the
number of variables used in the analysis, because the correlation matrix was used with 3 variables.
The first dimension only has one eigenvalue > 1), but the second is required to distinguish between
T. japonicus and T. flammatus.

Eigenvalues Cumulative percentage of
the total variance

1 2.69 89.62

2 0.26 98.15

Figure 1 is a biplot of the eigenvectors and the sample scores. They can be effectively placed on the
same graph because of the small number of variables and samples included in this study. The 3
samples for known species have been marked as large squares and labelled with the species name.

The 2D plots shows a clear separation between the species and the clustering of the unknown
samples around the T. bihamatus standard indicates that all samples except for S1 can be
assigned to this species. S1 has a song very similar to that of T. japonicus.

PCA Plot - Correlation Matrix - Cicada Song
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Fig 1: PCA plot of the song of 3 species of cicada.

Conclusions
As the author stated “The cluster analysis of the PCA scores clearly separated T. japonicus, T.
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flammatus and T. bihamatus from each other and allocated the samples as expected.“ He did
include a warning: “However, one should collect real specimens with each sound recording in order
to check the result of this method.”

Alternative approaches
There are no other methods that work as well as a PCA using the correlation matrix for data of this

type.
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Raw Data

The Raw Data tab shows you the data imported or entered into CAP. These data can be edited and

saved. The actual data used by CAP to undertake any calculations is shown in the Working Datal 48]

tab. If you make changes to the Raw Data grid, you must then press the Transfer Data button, or
switch to the Working Data tab, and click 'Reload Raw Data’, before you can carry out analyses on
the changed data.
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See Creating and editing a data set[34 for methods for data entry.

Creating and editing a data set

There are a number of ways to enter data into CAP.

Preparing large data sets in a spreadsheet program@
Data entry from within CAP[38)

Copy and Pasting data into CAP[42Y

Importing from Excell 3N

See also:

Editing existing datal4a
Saving edited data or creating a new data file[45)
Maximum size of the data set[ 91

Organising your data for analysis 39)
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Organising your data for analysis

Multivariate data sets can often be arranged as a two-dimensional matrix, consisting of N samples
(or stations) forming the columns, and the S variables (e.g. species or % chemical composition)
forming the rows. This matrix or grid can hold either the obserned abundance of each variable, an
abundance score, or presence-absence information. Presence-absence data are just recorded as 1 if
the species was found in the sample, and O if not. The most convenient way to store and organise
these data is with the use of a spreadsheet program such as Excel. Most statistical and multivariate
software can import data from these spreadsheets. If the objective is to search for species inter-
relationships then the N column by S row matrix of species correlations or similarities may be
formed, and what is termed an R analysis undertaken. If the objective is to identify samples with
similar communities then the N column by S row matrix of sample correlations or similarities may be
used in a Q analysis.
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Rumace 0 0 0 0 5 6 3 0 2 0 0
2 0 0 0 0 0
Sagpro O 0 0 5 0 0 0 2 2 0 2
4 2 0 0 0 0
Salrep 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
Tripra 0 0 0 0 2 5 2 0 0 0 0
0 0 0 0 0 0
Trirep 0 5 2 1 2 5 2 2 3 6 3
3 2 6 1 0 0
Viclat 0 0 0 0 0 0 0 0 0 1 2
0 0 0 0 0 0
Brarut 0 0 2 2 2 6 2 2 2 2 4
4 0 0 4 4 0
Calcus O 0 0 0 0 0 0 0 0 0 0
0 0 4 0 3 0

Table 1: An example of biological data. This is part of the Dune meadow data used by Jongman et al.
(1995). The scientific names of the species have been abbreviated.

Preparing large data sets in a spreadsheet program

You do not need to create data sets within CAP; in fact the best way to enter large data sets is to
use a spreadsheet such as Excel or Lotus 1-2-3, which will give access to a wide range of sorting
and editing procedures to ease your task.

A data set should have the following format:

Sample 1 Sample 2 Sample 3
Variable 1 21 1 5
Variable 2 15 5 0
Variable 3 0 7 0

The normal arrangement of community data within CAP is to have the samples (quadrats) as
columns and the species as the rows. Howewer, older versions of Excel have a maximum number of
columns of 255, which can prowe difficult if you have a data set with a very large number of sites/
samples. If this is the case, the data can be arranged in Excel with the variables forming the
columns, as the Transpose option within CAP can be used to switch columns and rows. Numbers
can be either integer or real; some methods may require integers, in most such cases the program
will run with real data, which will be automatically rounded.

The abowe table and the image below show you how the data will look in Excel. The samples are
arranged in columns. Each sample has a title field. Start the first sample in column 2. The data
consists of the number of individuals obsered in the sample. Put in zeros rather than leaving cells
blank. The species names (variable nhames) are input from row 2 in column 1.
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@] Ete g Yew Inset Fgrmst ook Data Window tep Acropet
DER SRY s BT o-- Q= f 215 0w -G, |
il
E14 | =| 0715
A B [ 1] E | °F G H
1 Hirkley W Thurrock Sizewnall Wilfa  Fawdey  Oldbury Heysham
2 |Sprat 9565911 810216 89707602 62497 32291 599094 7185167
3 |Whiting 9ran.z 2554E096 5164854 3812 826 1345223 24063
4 |Goby, Sand 1848 556 222688 52 3250 585 2462 B11.02 55132 1341.133
5 |Herring 102617 1595205  3044.474 16756 195252 27566 2810
6  Pipefish, Greater 0.728 69,285 1931 968 2065 12166 0  FI67
7 Pipefish, Nillson's 17 467 B601.245 1302, 485 2621 3|5 IS 335333
8 |Sole (Dover sole) 7Ir2E 5326145 700029 34385 252 235906 186.4
9 |Flounder s48.017 207111 BE3.275 2859 207.2 3013887 260167
10 |Dab B22.25 717 495 616226 0.8 5.18 0 4202
11 Pout 1357.306 228594 471,287 B 432 TOENE 2224579 4400 457
12 |Hooknose (Pogge) 47306 42687 292251 41453 4.76 1] 636
13 |Plaice 29830 307.83 234737 17.301 5.88 9189 843933

When using Excel use the Save As function to save your data as a *.csv file. This will result in a
data file in the format used by CAP. Alternatively, you can save as an Excel file (.xls, not .xIsx)
which can be imported into CAP[371. Ensure that the work sheet you are saving only holds the
tabulated data for analysis. If your data set has been created using the convention that a blank cell
means zero then use the Find and Replace function available in all common spreadsheets to search
for blank cells and replace them with O (zero).

Occasionally, errors occur because a blank space or a character has been accidentally entered into
a cell outside the data matrix. To prevent this happening, it is good practice, before saving your data
set as a .csv file, to highlight the first 10 or so blank rows and columns below and to the right of the
data matrix, and press 'Delete’. This will clear the cells of any accidentally-entered contents.

The csv file can also be opened and edited in a text editor (e.g. Notepad) or word processor
(Microsoft Word), in which case it will appear like this:

,Title1,Title2, Title3

Variable 1,21,1,5

Variable 2,15,5,0

Variable 3,0,7,0

Variable 4,1,9,0

Variable 5,0,0,8

Note the leading comma on the first row which will make the first cell blank.

see also: Quick guide to running a dataset/ 67, Data entry from within CAP[38)

4.1.3 Importfrom Excel

CAP offers the ability to import data directly from a Microsoft Excel spreadsheet. The program can
import .csv (Comma-separated values) files, .xls files (Excel 97-2003 format), but not xIsx (Excel
2007/10/13) folders.

It is important, howewer, that a number of points are observed:

1. Ifyou are using a spreadsheet with multiple worksheets, the data will be imported from the
worksheet that was open (visible) when the workbook was last saved.

2. The data should be present as a contiguous rectangular block, starting at Cell Al.

3. Cell Al itself should be empty, with sample hames present in Row 1 and variable (species)

names present in Column 1.

The import procedure ignores formulae in cells and imports the \isible values.

5. Ensure that all cells rightwards and downwards from cell B2 contain numerical data.

Ea
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6. CAP can import directly from Excel whether Excel is open or not, provided the worksheet has
been saved.

The image below shows a typical data set organised within Excel. The columns are the samples and
the rows are the values for the variables.

E1 Microsoft Excel - Powerfish.csv

@) ele Ede Yew insert Formst Tock Data Window Help Acropat
DEE SRY LSBT wo-- @ = A HI BGwes -3, s
il
E14 | =| 0715
A B [ 1] E | F G H
1 Hirikley W Thurrock Sizewall Wylfa  Fawley Oldbury Heysham
2 |Sprat 9565911 810216 B970FE02 62497 32291 599094 7185167
3 |Whiting 9ran.z 2554E096 5164854 3812 826 1345223 24063
4 |Goby, Sand 1848 556 2B A 3280585 2462 B11.02 55132 1341.133
5 |Herring 102617 1595205  3044.474 16756 195252 27566 2810
6  Pipefish, Greater 0.728 69,285 1931 968 2065 12166 0  FI67
7 Pipefish, Nillson's 17 467 B601.245 1302, 485 2621 3|5 XISe6 335333
8 |Sole (Dover sole) 7Ir2E 5326145 700029 34385 252 235906 186.4
9 |Flounder s48.017 207111 BE3.275 2859 207.2 3013887 260167
10 |Dab B22.25 717 495 616.228 0.8 5.18 0 4202
11 Pout 1357 306 228594 471,287 B 432 TOENE 2224579 4400 457
12 |Hooknose (Pogge) 47306 42687 292251 41453 4.76 1] 636
13 |Plaice 29839 307.83 234737 1739 5.88 9189 843933
—_—

Remember that you can also copy from Excel and paste directly into a CAP data grid - see Copy
and pasting datal42\.

4.1.4 Dataentry from within CAP

Data sets can be created and edited within CAP, by creating a blank grid, and either typing in each
individual data point by hand, or by copying/pasting the datal42) from elsewhere into the grid. Here,
we look at entering data by hand.

The process of entering data is:

. Create a new data set

. Add row and column titles

. Enter data (before or after creating the row/column titles, it's not really important)
. Transfer the data set to Working Data[48)

. Save the data file

. If you wish, add grouping information[s3).

OOk, WNPE

1. To create a new data set, select File: New from the top menu bar:
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{= CAP 5.0.0.465 - New

File | Edit Qrdination Twinsp

Open
Reopen k
[ New |

Cloze
Open a demo dataset

Export...
Save

Save Az

Erint...
Printer Setup

Exit

You are presented with a 3 x 3 grid in which the top blue row represents samples, and the left blue
column represents variables (e.g. species):

{= CAP 5.0.0.465 - New

File Edit Ordinaticn Twinspan Clustering Sim

Coalurnn
fitle cellz

First data
cell

tmote Dem

B au itle
cell: [

2. Row and column titles
To enter column and row titles, double click on the dark blue title cells and enter the cell title into the
dialog box that appears:

Enter Heading M

Flease enter your text Sample1|

o) [oma)

e

3. Entering data

Leave the top left-hand cell empty. To input data, just click into a cell and type a number. Numbers
can be either integer or real; some methods may require integers, but in most such cases the
program will run with real data which will be automatically rounded.

Pressing the return key mowves you sequentially down each column. To type in a column of values
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just type a number into the top data cell of the column and then press Enter on your keyboard to
mowe into the next cell down.

Abowve the empty grid is the data input toolbar:

-

Input Data

F° 3. AL o8 | P+ |ﬁ | Promote Demote Move Right Move Left Label Rows Label Columns (I Transfer Data

From left to right, the tool bar buttons are:

Insert row above selected cell

Insert row below selected cell

Insert column to left of selected cell

Insert column to right of selected cell

Delete selected row

Delete selected column

Resize grid

Promote - first data row to title row

Demote - title row to first data row

Move Right - Insert column to left of entire block of data (i.e. add a column of row header cells).
Move Left - Remowve row header column from left of entire block of data

Label Rows - add labels (Rowl, Row2, etc) to the row headers column.

Label Columns - add labels (Columnl, Column2, etc) to the column headers row.

Transfer Data - when you have finished adding your data, you must click this to send the data set
to the Working Data grid[48), before you can carry out any analyses.

4. Transfer the data to the Working Data grid.
When you've finished entering your data, you will have a grid that looks something like this:

= 030045t L W Y

File Edit Ordination Twinspan Clustering Similarity Association Group tests Experimental Compare Help

Input Data

;ﬂ_‘ 3 fn .11!. i 5'2* ..ﬁ.l |ﬁ | Promote Demote Move Right Move Left Label Rows Label Columns Hij, Transfer Data

43 I

Samplel Sample2 Sample3 Sampled Sampleb Sampleb Sample?

19.6

Now, click the Transfer Data button to move the data set to the Working Data grid. Alternatively,
click on the Working Datal481tab at the bottom of the program window, and click on the Reload
Raw Data button. The data set is now ready for use in the program.

5. Save your data set.
Before you go any further, save your precious data. Click File: Save, choose a name for the data file

6. Add grouping information[s3)if necessary.

Another way to add rows and columns to the data grid

To add a new row, click into a cell in the bottom row of the grid, and press the Down arrow on your
keyboard. To add a new column, click on the bottom right-hand cell in the grid and press Enter on
your keyboard.

To remowve a row, click on a cell in that row, and press the Delete key on your keyboard. Make sure
that the cell itself is selected, not the value it contains:
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Selected cell: Selected value:

Ld." T

575

nc

You should note that once a row has been deleted, the Undo function will not restore that row.

See also:

Creating a data grid of a certain size[41

Copying and pasting datal42)

Importing data from Excel or other spreadsheet programsl?ﬁ
Editing existing datal4a

4.1.4.1 Creating a data grid of a certain size

Creating a data grid of a specific size

If you know the size of the data grid you wish to create (X columns by Y rows), you can use the
Resize Grid button (don't forget to add an extra column and row for the header cells); click and drag
the cursor down and to the right to select the number of columns/rows:

,
{= CAP 5.0.0.465 - New e e

Promote Demote Move Right Mowve Left Label Rows Label Columns [|JL Transfer Data
HEEEEEEEEEEEN. | )
EEEEEEEEEEEEN | ) [ ) 0
EEEEEEEEEEEEN | ) [ ) 0

EEEEEEEEEEEEN | ) [ ) 0
EEEEEEEEEEEEN | ) [ ) 0
EEEEEEEEEEEEN | ) [ ) 0
EEEEEEEEEEEEN | ) [ ) 0
EEEEEEEEEEEEN | ) [ ) 0
EEEEEEEEEEEEN | ) [ ) 0
EEEEEEEEEEEEN | ) [ ) 0
EEEEEEEEEEEEN | ) [ ) 0
IIIIIIIIIIIIIDDDDDDDD
[ ] L]
HHHHHHHHHHHHHHHHDDDDD
ENEEEEEEEEEEEEEEEEEEE
ENEEEEEEEEEEEEEEEEEEE
MHHHHHHHHHHHHHHHDDDDD
|

|

|

Input Data
| EpE N N

NN
NN
NN
EEEEEEEEEEEEEEEEEEEE

13 x 12 Table

You can then enter the data by hand, or copy/paste it from elsewhere[42)
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You can use standard Copy and Paste Windows techniques to mowve data into CAP. The following

example shows how to copy and paste from Excel.

The process is as follows:
1. Select and copy the data from its source
2. Create an empty data set in CAP

3. Paste the data into the grid in CAP, align the row and column titles, or add title

information

4. Transfer the data set to the Working Data grid
5. Save your data set

6. Add grouping information (if required).

1. Select and copy the data in your Excel spreadsheet:

@Eile Edit Wiew Insert Format Tools Data Window Help Adobe PDF

Ded SRY {BBRT «- = & | il [F o - 2| arial o - Iu
Al -] =
A B c D E F G H d K
1 1 2 3 4 4 B 7 il &) 10
2 |y 196 15.4 223 243 224 205 14.1 13 14.1 16.7
3 y2 5.15 874 4.35 7.55 8.4 10.25 555 6.3 5.45 3.75
4 |y3 9.5 9.1 S ] ] ] 18.8 16.5 5.9

2. Open CAP and select File: New from the drop-down menus:

{= CAP 5.0.0.465 - New

File | Edit Qrdination Twinsp

Open a demo dataset

Export...
Save

Save Az

Brint...
Printer Setup

Exit

You are presented with a 3 x 3 grid in which the top blue row represents sites or samples, and the

left blue column represents variables (e.g. species):
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{= CAP 5.0.0.465 - _

File Edit Ordination Twinspan Clustering Sim

Input Data

Leave thiz Fm |TI!| | gl* rﬁ'l |E | Promote Dem:

cell blank.
Col. fitles

B o titles

3. Click on the first data cell (not the top left cell) in the grid.
i. If the data you are pasting in already include Row and Column titles, click Edit: Paste data

(with titles). The data will be pasted into the grid; the program will automatically add the
required number of rows and columns to the grid, and the row/column titles will be placed in

the blue title cells:

EETT.
Compare Help

File Edit Ordination Twinspan Clustering Similarity Association Group tests Experimental

Input Data

a«; ElEL m!. | gl* o |ﬁ | Promote Demote Move Right Move Left Label Rows Label Columns ﬁ,Transfer Data

==

Samplel Sample2 Sample3 Sampled Sampleh Samplet Sample?

19.6

ii. If your data do not include row & column titles, click Edit: Paste data (no titles), or press

Ctrl-V on your keyboard. The data will be pasted into the grid; the program will
automatically add the required number of rows and columns to the grid, but the title cells

will remain blank:

Input Data

i3=3 4 4 | 3 |ﬁ | Promaote Demote Move Right Move Left La

4 & fmomh

Now, either click the Label Rows and Label Columns buttons to add a generic title to each, or
double-click into each row and column title cell to add your own titles.

iii. If by accident you use Paste data (no title) or Ctrl-V with data containing row and column
titles (image below), you then need to mowe them in to the correct position. Click first the
Promote and then the Move left buttons on the tool bar above the data grid, to mowve the

titles into the correct place:

Copyright 2019, PISCES Conservation Ltd



4.1.6

Raw Data

44

Samplet

Sample2 Sample4

Samples

Sample1 Sample3

19.6 15.4 22.3 24.3 0 0
3.15 53.73 2,35 7.34 10,21 0.9
0 9.5 3.3 3 G 3
3.5 0 3 4 0 1

If you paste data with no title information using Paste data (with titles), so that data appear in
the title rows, then click the Demote and Move Right buttons, to mowe the data into the

correct place.
4. Now, click the Transfer Data button, to mowe the data set to the Working Datal481 grid. If you
prefer, click on the Working Datal 481 tab at the bottom of the program window, and click on the
Reload Raw Data button. The data set is now ready for use in the program.

5. Sawe your data. Click File: Save, and choose a file name and location.

6. If necessary, add grouping information[s3) to the data set.

See also:
Data entry from within CAP/[38)

Creating a data grid of a certain size[41

Importing data from Excel or other spreadsheet programs[37)

Editing existing datal 44

Editing existing data

You can edit and add data to the Raw Data grid.

Note: If you press the Delete key on your keyboard while a cell, rather than the value in the cell, is
selected, the entire row will be deleted (simply re-load the original data file to restore the row). If you

do wish to use the Delete key, then make sure that only the value in the cell is selected.

Selected cell: Selected value:

=y

575

[a I =

A single value in the raw data grids can be edited by double-clicking into the cell to select it, and

typing in a new value. To add or delete columns and rows, use the tool bar above the raw data grid

(shown below):
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= CAP Demo 5.0.0.465 - Hinkley fish ‘ ‘ s o s

Eile Edit Ordination TIwinspan Clustering Similarity Association Grouptests Experimental Compare Help
Resize Grid
Input Data bution |
;‘E E]«: |¥.11 .11£. | 5'» rih |ﬁ | Promote Demote Move Right Move Left Label Rows Label Columns
1931 |13 1905 | 197 QRGN el E 1WA | 1997 1992 (1993 (1994 (1995 [ 1995 {1997 | 1963
Inzert/delete rows to arTange rows B
& columns toolbar 1 4 Q  &columns. P 6 2 | Double-click column title 9 1=
o _ cell bo change it
3 f 3 &) 1 Click or double-click. & 0 63 104 14 17 7 T 1 20 3 7
into & cell to activate
3 it and alter itz 0 1 a 1 a 1 a i} i} 0 2
24 contents. B 17 13 13 4 3 8 6 7 6 1
2 MM 21 | 35 | ZF 1 5 3 39 2, 22 2 [ [ 15 [+
u] u] u] 2 1 i} a a a 2 a a a a 1 3
0 0 0 0 0 i} a a a a a a a i 0 0 [
u] u] u] u] u] i} a a a a a a a a 0 u]
0 0 0 0 0 i} a i i a a a 1 i 0 0 [
u] u] u] u] u] i} a a a a a a a a 0 0 [
Double-click to 2|3 | 1|2 |a|l4flo|3]|0|1|5]|3]|5]|1]1
change species or
wariable names Ju] 2 Ju] i} o o o o o o o o 0 Ju] |
9 43 14 14 3 -1 83 | 35 74 | 30 25 23 | 38 3 | 21 12 | £

From left to right, the tool bar buttons are:

Insert row above selected

Insert row below selected

Insert column to left of selected

Insert column to right of selected

Delete selected row

Delete selected column

Resize grid

Promote first data row to title row

Demote title row to first data row

Move Right - Insert column to left of entire block of data (i.e. add a column of row header cells).
Move Left - Remowve row header column from left of entire block of data

Label Rows - add labels (Rowl, Row2, etc) to the row headers column.

Label Columns - add labels (Columnl, Column2, etc) to the column headers row.

When you have made changes to the raw data, they must be transferred to the Working Data grid;
click on the Working Data tab at the bottom of the program window, and click the Reload Raw Data
button. CAP will use the working grid thus created for all subsequent calculations. If you have
already done an analysis, for instance a PCA, and then changed the raw data, the PCA results will
not be updated immediately; you will need to run the analysis again.

Any changes you make to the raw data will not alter a saved data file until File: Save is used, from
the Raw Data page.

The Working Data grids can also be edited[4d). Changes made to the working grids will not be
transferred to the raw data grid. Transformed or otherwise changed working data can be sawved as a
new data set using File: Export from the Working Data page.

4.1.7 Saving new or edited data

When you have made changes to the Raw Data grid, and/or the grouping information, clicking File:
Save will save your raw data and any group allocations you have made, replacing the original
data file. If you wish to preserve the original data file, then your data set can be copied and saved
under a different name by selecting File: Save As, from the Raw Data page.

To save the Working Data grileB'ﬁ, if the dataset has been transformed, transposed or edited in

Copyright 2019, PISCES Conservation Ltd



Raw Data

46

some other way, do the following:
1. Click on the Working Data tab
2. Select File: Export, and save as a comma delimited file (*.csv).

When you select File: Exit, or close down the program using the cross at the top right corner of the
program window, if the data set has been altered in any way, but not saved, you will be asked if you
would like to save the data.
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Working Data

The Working Data Tab shows you the data that will be used by any method you select to undertake
the calculations. If you have edited the raw datal34), remember to click on Reload Raw Data to get
these changes transferred to the Working Data grid.

CAP is designed to separate the raw and working data so that you can transform and adjust your
data in many ways without changing the raw data. The Working Data screen allows you to make a
variety of changes to the raw data prior to undertaking an analysis. Initially, you will be presented
with a grid filled with the raw data; this can be adjusted using the options in the panel below the data
grid. To save the working data as a new file use File: Export.

{= CAP Demo 5.0.0.465 - Hinkley fish _- [E=EER T

File Edit Ordination Twinspan Clustering Similarity Association Group tests  Experimental Cormnpare Help

’_ 1991
9

Thiz arid shows the working data
with any transformations and

&) a 1 1 a 0 1 adjuztments applied. The raw data 0 C

are niot changed. To save the -
44 61 17 23 12 18 17 working data, use File: Export. 6 4
2 74 21 35 27 1 5 8 38 9 22 2 B E
a a Ju] 2 1 Ju] Ju] a 0 2 a a Ju] g

a a 0 0 a 0 0 a 0 0 1} a 0 1

a a 0 0 a 0 0 1 1 0 1} a 1 1

o o Ju] i} o Ju] Ju] o 0 Ju] a o Ju] I
e these

buttons to zelect n - =
different types of Select the adjustment you |3 T bzt () sl s 3 0 1 3
i - want from this o, then infarmation about the chosen - - ~ - o
adjuzstment, g PO A ;
click 'Submit’ ta implement it. adjustrmert 3
Reload Raw Data - Square Root the data. -
@ This reduces the data range.

Common Problems.
‘fou cannot square root a dataset containing -ve numbg==— -
In such cases, use add constant to make values positiv] SICk to implement
reminve affandinn row ae cadomn the: selected

Choose whether ta adjustment.

) Click b re-load
apply the adjustment to S i
just are variable, ar all ' Reload Raw Data

aof them.

Gwoingnea [oopng|@sowary]

Data transformations[49)
Relative adjustments[4d)
Dealing with zeros[s0
Transposing datals1
Saving the working datal4s)
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51 Data transformations

The values in the Working Datal481 grid can be transformed using a variety of functions. From the
Working data window select Transform in the Type of Adjustment panel.

Type of Adjustment

Reload Raw Data
‘@ Transform Log 10
@ Log 10 (x+1

Log the data using log base e. -
Also termed natural logs. [
This reduces the range of the data. Remenber to click
Comman Problems, "‘Subrmit' ta implarent
Loge (x+1) The most common problem is trying to log 0 or -vd the selected
Square Root Tn enrh razee nee add ranstant lnne v+1Y A adjuztrent,

m| »

The possible relative measures available within CAP are given below. Select the transformation to be
made and click on Submit to make the change. The transformation options within CAP are itemised
below.

Reload raw data - This will cause the working data to revert to the raw data.

Log(10) - Each value is transformed to the log to base 10. This cannot be done for numbers <= 0.
Log10(x+1) - Each value is transformed by adding 1 and then calculating the log to base 10. This is
used when the data contains zero values.

Log e - Each value is transformed to the log to base e (natural logs). This cannot be done for
numbers <= 0.

Log e (x+1) - Each value is transformed by adding 1 and then calculating the log to base e. This is
used when the data contains zero values.

Square root - the square root of each number is calculated. This cannot be done for negative
numbers.

Arcsin - The Arcsin of each value is calculated. A transformation often used for percentage data.
Arcsin root - The Arcsin of the square root of each number is calculated.

Power - Each value, X, is transformed to xa, where a is chosen by the user.

Add constant - A constant value, chosen by the user, is added to each value.

Subtract constant - A constant value, chosen by the user is subtracted from each value.

Multiply by constant - Each value is multiplied by a constant value chosen by the user.

Divide by constant - Each value is divided by a constant value chosen by the user.

52 Relativisations

The values in each row or column of the working datal481 can be transformed so that their
magnitudes are expressed relative to a variety of statistical measures. On the Working Data page
select Relative in the Type of Adjustment panel.

Type of Adjustment = B
g By Maximum Value - By Maximurn Value by Column or Row
By Mean |] - Divide all the data by the maximum value in the column or row.

Maximum will be 1 and minimum 0.
Binary using Mean

z : d Click "Submit' to
@ Apply IChanElBS g'gsgaﬁ”gcgﬁﬁﬁ" Apply the change implement the
: to columns or ¥ to all variables or changes.
= | TOME. just one.

The possible relative measures available within CAP are given below. In each case you can select
whether the relativisation will be applied to rows or columns. Select the adjustment to be made and
click on Submit to make the change.

By Maximum value - For each row or column the maximum value is found and all values are
divided by the maximum.

Copyright 2019, PISCES Conservation Ltd



5.3

Working Data 50

By Mean - For each row or column the mean value is found and all values are subtracted from the
mean.

By SD - For each row or column the standard deviation value is found and all values are divided by
the standard deviation.

Binary using Mean - For each row or column the mean is found and all values above the mean are
given the value 1 and all values below the mean zero.

Binary using Median - For each row or column the median is found and all values above the
median are given the value 1 and all values below the mean zero.

General by Row - This allows you to define a general relativisation to be applied to each row. Each
value is divided by

i=x

N'xg2
id
i=1

where i is the column and a is a user-selected parameter (the default value is 1) entered into the
Enter value box displayed in the lower panel.

General by Column - This allows you to define a general relativisation to be applied to each
column. Each value is divided by

j=x

X

1]

I
—_—

Ly

J

where j is the row and a is a user-selected parameter (the default value is 1) entered into the Enter
value box displayed in the lower panel.

Dealing with zeros or sparse data

Rows or columns in the working data holding zero values can be removed. On the Working Data
page select Handling zeros in the Type of Adjustment panel.

Type of Adjustment
w?_m Deselect Column Deselect Calumn
= Deselect Row Remave a column not wanted in this analysis

' Relative Delete 0 Columns This does not delete the data, it only removes it from the working
Delete 0 Rows dataset ST
Remove Sparse Columns Use Reload Raw Data' to reset the Columns and Rows| . It tD
Remaove Sparse Rows i Irplernett your

adjustment.

Select the adjustment to be made and click on Submit to make the change. The adjustments are
not made to the original data (on the Raw Data tab), but to the working data.
The possible options are as follows:

Deselect Rows: Remowves rows not wanted in this analysis.

Deselect Columns:Remowves columns not wanted in this analysis.

Delete zero columns - Every column in the data set that only contains zeros is removed.
Delete zero rows - Every row in the data set that only contains zeros is removed.
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Remove sparse columns - Every column in the data set which contains < x non-zero elements is
removed. The value of x is entered by the user in the At least x non-zero value text box.

Remove sparse rows - Every row in the data set which contains < x non-zero elements is removed.
The value of x is entered by the user in the At least x non-zero value text box.

Beals - Beals smoothing is used on sparse data sets where many of the samples hold a small
proportion of the total species list. As the transformation only uses the presence/absence of
species, it should not be applied to good quality quantitative data as you will be discarding much of
your information. It should only be performed on data arranged with the samples as columns.
Described and discussed by Beals (1984) and McCune (1994) respectively, each element, eij, in the
data array is replaced by:

1
e =

& E=maxl
NS Both,

i Samples,

where i is the column (sample) number, j is the row (species) number, Ni is the number of species in
column (sample) i, Bothjk is the number of samples holding both species j and k, Samplesk is the
number of samples holding species k and maxs is the total number of columns (samples).

Transposing data

Use this option to switch the rows and columns of the data set. Like all the other adjustments it is
applied to the working data set. Select Transpose in the Type of Adjustment radio box and click on
the Submit button.

The normal arrangement of community data within CAP is to have the samples (quadrats) as
columns and the variables (e.g. species) as the rows. However, old versions of Excel had a
maximum number of columns of 255, which can prowe difficult if you have a data set with a very large
number of sites/samples. If this is the case, the data can be arranged in Excel with the species
forming the columns, and the Transpose option within CAP used to switch columns and rows.

N.B. If you have allocated your samples to groups, for the purposes of using the ANOSIM or
SIMPER methods, you will find that your groups will be lost if you transpose your data. The solution
is to save your working data using File: Export, then reload the data into CAP; you can then re-
assign samples to groups.
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Grouping

Use the Grouping tab to create groups and assign individual samples to groups:

| DRrizn D |

|49

The Grouping tab can be

uzed after opening a data set,

Allocating samples to groups is easily done by either of two methods; A., selecting a sample or
block of samples and dragging to another column in the grid, or B., selecting the required samples,
and right-clicking to send them to the required group.

A. Grouping by dragging/dropping

Initially all the samples are in the unassigned column. Click and drag to select one or more samples
from Column 1. The selected samples will appear blue. Then simply drag the block of samples to the
‘Create Group' column:

-
{= CAP Demo 5.0.0.465 - River inverts

Eile Edit Ordination Twinspan

=

Create Group

[ |DBATU1a
DBATH.2a
DBATU3a
DBATR4a
PBurl U
PBurl F.
PPark L
PPark R

PSouth U
PSouth R
PErian U
PErian R
FThroop U

You will see a green arrow appear to show you the column the samples will appear in. Release the
mouse button to drop the samples into that column; a dialog box will appear to assign a name to the
new group. If you do not enter a name a default name will be created by CAP. Further samples can
then be dragged from the 1st column into Group 2, or into the 'Create Group' column to create
another new group:
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{= CAP Demo 5.0.0.465 - River inverts

File Edit Ordination Twinspan Clu

Create Group

DBATUI  DBATR4 7
DEATR2?  DBATUla

=

DEATU3 |DBATRZa | VWstockR
PSouthU | DBATU3a  [WyamlU
PSouthR DBATR4s  |WyamR
PBrianU | PBulu | |WlangU
PBrianR  PBurl R Wiang R

FThroop U PPark U
FThroop R PPark R
Whnook U
Whnook R,

Repeat this process as often as you wish to create further groups; you can also drag and drop
samples between groups.

-
{= CAP Demo 5.0.0.465 - River inverts

File Edit Ordination Twinspan Clustering Similarity Association Group tests  Expe

Group 3 Create Group

DEATUL DBATR4 WstockU |WhangU | Tuffu Apink L Wwilton R
DBATRZ DBEATU1a Wstock R WhangR  TuffR Apink R Ahyam R
DBATLZ DBATRZa Wvyarnll Wawish U Tstaple U AeastU1l  Akings U
PSouth ! |DBATU3a WyarnR  Wawish R |Tstaple R | Aeast U2 | Akings R

-

PSouthR  DBATR4a Wlang U | Wwilton U AeastR | AGtSom U
PBrianU PBurlU  WlangR AGtSom R

Ahyam U

PBrianR  PBurlR %
FThroop U | PPark L
FThroop R | PPark R
Whnook U

Whnook R

B. Grouping by right-clicking

Alternatively, you can move samples to a new group, or between existing groups, by clicking and
dragging to select the required samples (as abowe), then right-clicking, and selecting the group to
add the samples to, from the pop-up menu:
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-
{= CAP Demo 5.0.0.465 - River inverts

File Edit Ordination Twinspan Clustering Similarity A

G cror 2 Goup s [Groups | I
DBEATUL DBATR4  WstocklU |WhangU | TuffU Apink U
DBATR.Z DBATUla WstockR |Whang R | TuffR Apink R
DBATUZ DEATRZa Wyarnld |[WowishU | Tstaple ) AesastUl
PSouthl |DBATU3a WyarnR  Wgwish R Tstaple R | Aeast U2

=

PSouthR  |DEATR4a WlangU | Wwilton U Aeast R
PErian U PBurl U Wilang R
Brig PBurl R, Acow U
00 PPark 0  AcowR
[ o Pl | ) P |

g

Add to Group : Group 1

oo

oo Add to Group : Group 2
Add to Group : Group 3

Add to Group : Group 4\
Add to Group @ Group 5 "
Add to Group : Group &

Add to Group : Group 7
Create New Group : Group 8

Once you have created your groups, you can edit the group names and the colours associated with
the groups[se). To help you sort your samples and understand which groups are most appropriate for
them, you will find in the bottom panel a number of sorting options.

= CAP Demo 5.0.0.465 - River inverts ‘ ‘ [E=NEEE

File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare Help

Create Group Group 1 |Gmup 2 |Gmup 3 |Gmup 4 |
TuffR PBurl Click an the tSom R 10.2 (Tuff R) 11.5 (PBurl U} 16.8 (Wstock R) | 32.9 (AGtSom R)
Tstaple U Wawig coloured group title [Som U 9.8 (Tstaple U) 115 (WgwishR) 12.1({AeastR)  20.7 (AGtSom L)
to edit the group [ . i
Tstaple R DBA g ch?angep ilton R 9.3 (Tstaple R} |11 (DBATU1a) I s gl e lton R)
DBATU3  DBA bone it will b PAMR 9.2 (DBATU3) | 10.6 (DBATR4) value for Bastidas i (am R)
DBATRZ | DBA plotted. has R 8.7 (DBATRZ) 8.1 (DBATUZa) 3151I'ﬂl[3+9hD%thd1 AWaS 1o R)
| - . [The Bastidae are
PBrian U PBurl R ApinkU | Akings U 5.8 (PBrian L) 6.8 (PBurl R} mayflies: 11 is the gs L)
FThroop R Wawish U | Wlang R 4.7 (PFThroop R) | 6.8 (Wawish U} number obzerved in
Tuffu DBATRZa | Acow R 4.6 (TuffU) 6.1 (DBATR2z) that sample].
PBrian R. DBATR4a  Wlang U 4.4 (PBrian R) 6 (DBATR4a) 2.9 (Wlang U}
DEATUL PPark U Acow U 4.1 (DBATUI) 4.8 (PPark L) 2.7 (Acow U)
PSouthR PPark R Aeast U1 3.9 (PSouthR) | 4.7 (PPark R) 2.3 (Aeast U1)
PSouthl) WhangR  Wyarn U 3.7 (PSouthU) | 1.2(WhangR) 0.8 (WyarnU)
Whknook R Whang U | Apink R 3 (Wknook R) 0.2(whangU) 0.6 (ApinkR)
Whnook U Ahyam U 2.3 (Wknook ) 0.5 {Ahyam U)
PThroop U 1.2 (FThroop L)
Tick this bo to
show all the
samples listed F:E"“UVB all

Sart the variables in IF sorting by row value, with their values he group

different wayz ta help use this menu to select [—| o the .STJFCtEd Inéaltrg;a;‘ljon “wWatch a video
15 you allacate them to ] the variable to sort by, SRR, . tutarial an group

: selection.
Reset Group File Save the group

information
Save Group File entered,

NOTE: If a data set has a column with 0 obsenvations in it, that column is always going to be

Copyright 2019, PISCES Conservation Ltd



6.1

Grouping

56

removed on loading the data set, when the data are transferred to the Working Data tab. Even if the
raw set is reloaded, the 0 column is again removed. The deselected column is always therefore
going to be shown on the Grouping tab, in red italic text.

Changing group properties

You can change how a group will be plotted, and also its name, by left-clicking on the column title
cell, on the Grouping page of the program:

.
{= CAP Demo 5.0.0.465 { Click the coloured

= g — title cell to edit the —
File Edit Ordination | qoup properties. Ferinc

-

:DB.ﬁ.TF'.z DEATR Acow R AGtSomR |
;DB.ﬁ.'I'I_.IS DEATR4 | Acow U AGtSom U |
| DBATUL DBATR4a |AeastR |Ahyam R

This will open the Group Settings dialog:

{= Group Settings [ == ihj
(] -
& Group 1
Example Chart
& Group 2 |
Select the 240
G 3 :
-2 group to gdlt -
% Group 4 from this fist This preview shows what ®
200 your groups will ook, ke in
ary of the plotz in CAP.
1a0
160
&
140 d
120 =
e &
100
e, _® P &
Change the 8010 @ o g ©o® .
name of | | & @ N §
the group 60 & “eo0 ® o
h ot . § - &
o Ere, L e® ® - ]
Mame Group 2 40 o® oo
L &
20 '
Shape Cirdle L
- 0 & [ ]
Size © [ O 2z 4 6 8 10 12 14 16 18
= [ [ ]
Colour N . Iz theze controls to edit the
i shape, zize and colour af the
points representing the groups,
in all the: plots in CAP. Cancel | [ ok
|

This dialog will control the way groups are represented throughout every plot produced by CAP. If
you wish to change the representation in one particular plot only, you can do so quite easily; on the
plot, click the 'Edit' button, then under 'Series', select the group you wish to edit. More information
under 'Editing charts[157.

On many of the plots, you can also draw a perimeter line[161 around all the members of the defined
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groups.
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Summary tab

After each analysis the summary data are updated and are visible on the Summary tab of the
program.

Products |F‘C.ﬁ. Flat |.ﬁ.xis ws Variable Ploks |Summar>%|

Summary of Data

-

6l

44
1561
of hiok-zeno cells 1423
52.229324
awimurn value 90,300000
0, 000000
90, 300000
1.631516
&.133095

Median 0,000000

For details of the statistics on offer, see Data set statistics[59).

Data set statistics

Summary statistics for both the raw and working data sets are displayed by clicking on the
Summary tab.

Products |F‘C.ﬁ. Flat |.ﬁ.xis ws Variable Ploks |Summar>%|

You can choose summary statistics for either the raw or working data sheets. Statistics can be
generated for rows, columns, general summary statistics and the user-defined groups for your data.
These statistics are particularly useful prior to undertaking many analyses. For example PCA[16)
should not be undertaken on a data set that comprises large numbers of zeros. Use Summary
statistics to determine the number of zero elements in your data. The group statistics are also useful
when summarising the results of a Linear Discriminant Analysis[17 (also called Canonical Variate

Analysis).

When first activated the data grid will display the following general statistics for the working data:
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Summary of Data

61

49

of zera cellz 1561

of nor-zeno cells 1423
52, 229324
awimurn v alue 90.300000
0. 000000
90, 300000
1.631516
6,133095

0.000000

No. of Variables (rows) - This is the number of rows of data in the data set.

No. of Samples (cols) - This is the number of columns in the data set.

No. of zero cells - This is the number of zero entries in the data matrix.

No. of non-zero cells - This is the number of non-zero entries in the data matrix.

% of zero cells - This is the number of zero entries divided by the number of cells in the data matrix.
Maximum value - This is the maximum value in the data matrix.

Minimum value - This is the minimum value in the data matrix.

Range - This is the difference between the maximum and minimum values.

Mean - This is the mean of all the values in the data matrix.

Standard deviation - This is the standard deviation of all the values in the data matrix.
Median - This is the median of all the values in the data matrix.

To obtain general statistics on the raw data click the Raw Data radio button in the 'Use’ panel
situated below the grid to select Raw Data.

Statistics for the individual rows, columns and groups of either the raw or working data matrix are
selected using the Statistics radio buttons situated below the grid.

Values for each row or column are shown in the order they appear in the original data matrix:

Summary of Data
Mean |k 2 0% Sum Sqr Ske 3 |Kurtosis

0.04 0.00

Yariance

0.46 0.20 2.60 0.00 12 37 24.49 22.40 28.70 18.46 0.38 191
279 160 15.20 | 0.00 6 43 12.24 136.90 881.55 499.07 10.40 179

The statistics for rows and columns calculated are as follows:
Mean - This is the mean of all the values in the data matrix.
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Median - This is the median of all the values in the data matrix.

Max - This is the maximum value in the data matrix.

Min - This is the minimum value in the data matrix.

Zeros - This is the number of zero entries in the data matrix.

Non-zeros - This is the number of non-zero entries in the data matrix.

% Zeros - (Number of zeros/Total number of cells) * 100

Sum - This is the sum of all the values in each row or column in the data matrix.

Sum Sqr - This is the sums of squares of all the values in each row or column in the data matrix.
Variance - This is the variance of all the values in each row or column in the data matrix.
Skewness - This is the skewness of all the values in each row or column in the data matrix.
Kurtosis - This is the kurtosis of all the values in each row or column in the data matrix.

For groups, the arithmetic mean and variance for each of the variables in each group are presented.
For example, in the example below a user-defined group of samples called Ashley Rails had a mean
Aluminium percentage of 17.32%. Group statistics are only available with Raw Data.

Summary of Data
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8 Ordination

CAP includes 4 well-known and powerful methods of ordination analysis:

Principal Component Analysis (PCA)[63)

Detrended Correspondence Analysis (DECORANA)%
Non-metric Multi-Dimensional Scaling (NMDS)ﬁ'ﬁ
Reciprocal Averaging (RA)[ 821

8.1 Principal Component Analysis - PCA

The relationship between samples (columns) in terms of their variables cannot normally be visualised
because this would require a plot with as many axes as there are variables (rows). If your study only
includes 3 variables this is possible, but is quite impossible given 4 or more variables or species.
PCA is a technique that may summarise the relationship between the samples in a small number of
axes that can be plotted. For such a summatrisation to work, there must be some degree of
correlation between the descriptive variables so that the effect of a number of these variables can be
combined into a single axis. For good general introductions to PCA for non-mathematicians see
Kent & Cokerf173 (1992) and Legendre & Legendref173 (1983).

From the ordination drop-down menu CAP offers a PCA undertaken on either the correlation or
variance-covariance matrix between the descriptors (the variables in the rows). Once either PCA
correlation or PCA covariance is selected a PCA on the working data set is undertaken.

Output from a PCA is presented under a number of tabbed components that can each be viewed by
clicking on the tab. These are described in turn below:

Variance-PCA[63)
Scores-PCA[64
Eigenvectors-PCA[65)
Cross products[ee)
PCA plot[66)

Principal Axis vs Variable Plot[69)
Scree Plot[70)

If you wish to test if samples in a PCA are outliers using the Mahalanobis distance see_PCA -Cor -
Outlier R[188 or PCA -covar -Outlier R198)

If you wish to run a PCA using R see Run R code173)

8.1.1 Variance

This form presents in the first column the eigenvalues of the dispersion (correlation or variance-
covariance) matrix arranged from largest to smallest. In the second column the cumulative total of
the eigenvalues is given. The third column, labeled % of Total Variance, gives the cumulative total of
the eigenvalues presented as a percentage of the total sum of the eigenvalues. This gives the total
variance in the dispersal matrix represented by the cumulative total magnitude of the eigenvalues. If
the relationship between the samples (columns) is to be usefully represented by a small number of
axes, then the first 3 or 4 eigenvalues should represent a large proportion of the total variance. The
amount of the total % variance represented can be seen in the fourth column.
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-

Results - Variance

|_ Eigervvalues | Cumulative Total |% of Total Waniance |Cum. % of Total Yanance
M 703 1 703 23.44 23,44
|_:_ 5oo| The first componet 16.66 a0.10
— explaing about 23.4%

|-_ 3.55 | af the tatal variability, 11.85 3185
B 264 18.23 3.81 60.76
|? 2,14 .37 Together the first 4 57.89
— companents explain

|':'_ 175 22,13 about B1% af the total 73.75
|-_ 1.48 2360 wariability. 78,68
|_ 1.32 24.92 4,39 83.07
|4_ 111 26.03 3.69 86.76
10 0.81 26.84 270 89.46
B o 27.58 2.48 91.94

e =] - ==

See Printing and exporting text[168 to save or print this table.

8.1.2

Scores

This table gives the co-ordinates of the different samples (columns of the working data) along each of
the axes. These scores are displayed graphically by clicking on the PCA plot[e61 tab.

B

{= CAP Demo 5.0.0.444 - Hinkley fish

File Edit Ordination Twinspan Clustering Similarity  Association  Group tests  Experimental Compare  He

Comp. h1 hZ h3 hd ha hE hv ha
0.86527 0.797675 0.768816 1.58736 1.82331 0.4641589 1.95298 0.588
0.90735 1.0906 0.379015 0.565962 -0,733725 -0,835473 -1,21406 0.702
-0,342014 -0.917669 -1, 73459 -0,294105 1.44304 0.203005 -0,466905 1.83
-0.18218 -0.0217988 0.512904 -0,154067 1,29685 0,259347 -1.37074 -1.80
0.0228712 0.263171 -0,134391 -0,131014 1.64881 0.0845138 1.67538 -1.28
-0,113379 0.1974598 1.16191 -0,516432 -0,0101705 0.238034 0.855435 17U
-0,0972923 0.4863581 0.208919 0.0568635 0.196448 0.156024 -0.898973 0.485
0.07985499 -0,107802 -0,39772 -0,379635 0.759015 -0,260843 0.760929 0.520
-0.153743 0.829893 2.43807 0.707672 -0.651749 0.0540694 -0.26735 1.90¢
-0.0556778 | -0.245064 -1.63537 0,142262 -0,629275 -0,318547 3,58332 0,190
0.197285 0.387445 0.0775469 -0,402712 2.71843 0.686891 3.2135% 0.982
-0,0722087 | -0.169923 0.735907 -1,13792 1.66079 -0,00993072 -1,5002 0.743
-0,399794 -0.181702 1.47502 -0,315759 2.80139 0.113015 -5.92979 -7.9957!
0.278602 0,360709 1.29338 -2,04687 -0,254078 -0.0538067 | -0.0635312 -0,83:
-0,330658 -0.0864406 1.56669 1.42773 0.128796 -0.340724 0.884519 -0.13]
0.387316 0.955674 1.17735 0.717672 -0,983502 0.290425 -4,26901 0.60¢
-N.N4437604 -N. 124094 -1.05004 -1.143272 -N.ARIT47 -N.493028 -1.5197 -N.47¢

See Printing and exporting text[168 to save or print this table.

Copyright 2019, PISCES Conservation Ltd




65 Community Analysis Package 6.0

8.1.3 Eigenvectors

This table gives the eigenvectors associated with each eigenvalue as columns. The eigenvectors are
displayed graphically by clicking on the PCA plot[ 661 tab. Note that you can sort the eigenvectors

and the variables by clicking on the title row.

File Edit Ordination Twinspan

=

Clustering  Similarity Association Group tests  Experimenta

-0.0029772
0.0000051
0.0000783
-0.0013530
-0.0029187
0.0001144
-0.0000242
0.0000942

alphabetical order
of variables.

Blenniuz gattorugine L.

o.000109 tumencal order of [oooss1

-0.000375ro~ oo
-0.0053685 0.0268275
-0.0044995 | 0.0251443
-0.0005162  -0.0003400
0.0000380 |-0,00003596
-0.0000434  0.0000057
-0.0000410 | 0.0000044 | -0.0001324

Click in the
eigervectar title
cell to change the

025102 -0.0041339
054558  0.0092315
0.0000335

sigenvectors,

-0.0085244
-0.0218721
0.0008730
-0.0000563
-0.0000373
-0.0001664

0.0039256
0.0081514
-0.0015584
-0.0001712
-0.0001543
0.0005324

See Printing and exporting text[168 to save or print this table.

8.1.4

Viewing the correlation between variables (species)

-0.003402
-0.066025°
0.000143:2
007483 -0.0014046 |-0.000227:
0.0138274
-0.003504:
0.0000411
0.000341<
0.000052¢
-0.001030¢

If you wish to view either the Pearson correlation coefficients or the variance - covariance between
variables (rows), they can be viewed by selecting Ordination/PCA Correlation or Ordination/PCA
Covariance respectively, and clicking on the Cross Products tab.

-

ataphra
20.2451591
0.4192016
0.3540409
-2,8315649
-3.9437773
0.5565693
-0, 7258010
0.9656643
0.4350524
H0.7717335
1.4196661
-1.9340116
27.7677975
-1,0423725

Results - Cross Products

[L.] [#loza fallas [Lacepede] | Ammodytes tobianuz L. A

0.4192015 0.3540409
165.5797272 -8.6985731
-3.6985731 12.9176607

Thiz element shows that the
covariance between the numbers of
Armmodytes toblanuz and Agonus
cataphractus iz about 0.354. [F a PCA
had been undertaken on the
correlation matrix, the correlation
coefficient would be dizplaved here.

17.17/005592 -1.1732386
-2.0073970 -0.0292057

3.6712954 0.3301534
0.7584171 1.3345481
-58.7521324 0.2015389
-12,7381201 -3.7925851

T e =Tt 1=

CO O ATYAY M 4 InAnn T

2.
1.0
84,
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Cross products

This table shows either the variance-covariance matrix or the correlation matrix between the
descriptors (variables). The matrix displayed will depend on whether the PCA was undertaken on the
correlation or the variance-covariance matrix.

-

Results - Cross Products

20.2451591

0.4192015 0.3540409

0.4192016 165.5797272 -8.0985731 14.1
0.3540409 -8.0985731 12.9176607 2.6
-1.8315643 This elemert shoves that the 77
3.0437773 covariance between the numbers of 25,
Arnmodytes tobianuz and Agonus

0,5965593 cataphractuz iz about 0.354. [F a PCA .-

had been undertaken an the 3
0.7258010 carelation matrix, the comelation -1
0.9595648 coefficient would be dizplaved here, 0.0
0.4380524 17.1700592 -1.17323586 -1.:
-0.7717338 -5.6673970 -0.0292657 -1.¢
1.4196661 3.6712954 -0.3301534 =2.E
-1,9340116 -0.7684171 1,35399431 1.0
27. 7677975 -58.7521329 0.2015389 -84,
-1.0423725 -12.73831201 _ -3.7925851 -10.

T e =T 1= E Crore AT A A mEAme 1

See Printing and exporting text[168 to save or print this table.

PCA plot

This window shows plots of the sample scores[641 and the eigenvectors[es). The graph can be
exported[is3), copiedlis3 and printed.

The display options are selected from the panel to the left of the graph. This panel can be shrunk to
the left to make the plot as large as possible. Abowe the plot there is a toolbar of commonly-used
graphics editing tools.
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Kfleny <

S AR F o R

Plot options Uze the graphics . . .
Labels toolbar to edit your PCA Flot - Correlation - Hinkley fish
©) Tite Select which chart. Vectar - Axis 1
P labels to plot -0.25 -0z 015 -0.1 -0.05 0 o.0s 01 018 02 025
_ Number here.
@ No Labels 5 0.35
Plot 7
@ Both Select samples . 0.3
9 Bo and vectors for| g
() Scores plotting here. b2s
) Vectors g The arows on
thn_a plat are the 0.z
Vectors to plot 1 4 * eigenvectors.
.......................................... Use this sder 015
v ta select how 3 '
d many vectors |2
to plat. [ 0.1
= <
Sy 005 3
o~
- 5
= 0 o '
< =
' )
w1 -0.05 =
=3 r
[=}
= -2 -0.1
o \
-3 \ N\
. N\ -0.15
-4 No N\
* b A -0.2
Click on this tab vooN
ta find the +
location of a point 0.25
) oh the plat
Find Point _ -0.3
The axis label
- - shows the % -0.35
Axes to plot Click an this tab wariability explained
to choose which |-g 5 -4 -3 2 -1 0 1 2 .~ byeach axis. 6 7
P axes to plot. Principal - Axis 1 (11.46%)
Plot options
E Raw Data |ﬁ Working Data |ﬁ Grouping || Variance | =) Scores |z Eigenvectors (=] Cross Products ||g PCA Plot |@ Axis vs, Variable Plots |E Scree Plot |ﬁ Summary

Plot options tab

The label radio box on the left under Plot options is used to select labelling for the samples.

Select: Title to display on the plot the names of the samples.

Number to show the sequential number of each sample in the working data set.

No labels to remowve labels from the plot.

The Plot radio box, on the left under Plot options, allows sample scores, the eigenvectors (one for
each species or row in the working data ) or both to be plotted. If both are selected then the biplot
uses different axes to plot the scores and eigenvectors. The axes for the scores are displayed at the

bottom and on the left.

Axes to plot tab

The axes displayed in the plot are selected using the Axes to plot tab. The default is axis 1 and
axis 2, which will display the relative positions of the samples with respect to the two largest

components. A 3D plot is produced if a z variable is selected.

Axes to plot «

Plot - x-axis
Axis 1 -
VS - y-axis
Axis 2 -

Vs - Z-axis

Maone -

Find point tab
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Use the Find point tab to locate the position of an individual point on the chart. In the top pane of
the tab is a list of the sample groups; click on a group and the individual samples in that group are
shown in the lower pane. Double-click and hold down on the sample you wish to locate; the
corresponding point on the chart will be marked by a red cross-hairs symbol:

Find Point
# Iz setoza
# TIris versicolor

#  Iris virginica

()

»

Bes:
Bes:
| [&]
| [
Bess
Bess
B
Bess
| B
Brso

Bes:

Brs:

If.ﬁ.l....% ............................

| »

Find Paint

Axes to plot

Flot options

Setting a perimeter
display the perimeter of each predefined groupli6D. Below is an example output for
Fisher's iris data showing the grouping of the 3 species, with each group outlined:

It is possible to

3.5

2.5

1.5

Principal - Axis 2 {22 .85%)

- Axis  (22.85%)

Principal

3.5

2.5

1.5

0.5

-0.5

-1.5

-2.5

-3

PCA Plot - Correlation - Irises

Vector - Bxis 1
1]

1.z

F18
Lt

zepal width

0.3
0.6
0.4

0.z

o

&
8
7 siEy - A0jEn

-
iy
.I\J
[ e T o |
=R Y

[y

[
y

-3 -2 -1 ul 1 2 3 4
Principal - Axis 1 (72.96%)

FCA Plot - Correlation - Irises

-1 u] 1 z2 3
Principal - Axis 1 {72.96%:)

If you have performed a PCA on an ungrouped data set and, on inspection of the plot, you decide
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that a group exists that you wish to emphasise, e.g. for publication, then it will be necessary to
scrutinise the plot to identify and take note of all the samples that you wish to encircle. Click on the
Grouping tab to show the group membership editing pagel?s'l assign those samples to a group and
then re-run the PCA. Set data point colours as preferred and then create the perimeter linefe.

See also:

Editing chartsfs

Drawing a perimeterlﬁh
Preparing charts for outputfé?)
Printing charts

Exporting charts(153

Zooming on charts (158
Themes for graphslﬁﬁ

Principal Axis vs Variable Plot

This window allows for the exploration of the correlation between a selected principal axis produced
by PCA and the individual variables. This can be helpful to aid identification of the variables which
mostly contribute to the ordination along one axis. The graph can be exported[1s3, copiedis3 and
printed.

. i
{= CAP Demo 5.0.0.465 - Powerstation fish = | B |

File Edit Ordination Twinspan Clustering Similarity Association Group tests Experimental

'_Cﬂﬂ:LD.E.LL_H.ﬂD_
The graphics toolbar
I =1 a 2w Il tor edit
RIFSEE b 2% W F W [ anost g aspacs o
. the plat.
= ol

PCA axis vs. variable

Uze thiz drop-down ta
select the princ_:ipal
Flot variable (x-axis) component axis to
- plot az the x-axis. pailuel
[A)cis 1 V]
Uze this drop-down
vs axis (y-axis) to select the
; wariable to plot az
[Herrlng s Lg,_l the y-auis.
T Hartlepool
12 W thur & ;
graveline
v Show labels " » .
10 Stallingborough
Use the tick box g2 4 ®
ta zwitch the 5 s "
zample labels on T g leie Heysham Kilkoot
or off, 7 Faviey
Kii rh s
5 ing=no
®
S Cung B
4 Hirkley ® o Coalkeeragh Baliylumford
3 ® Whlfa o9
2 o < o
" 5 Belfast West
Use the Find Point
tab if wou wish to Tarness
locate a particular
Find Paint e point on the plat.
[(lEEEes et |
<12 -1 <0 -8 - ErA ] -4 -3 -2 -1 1] 1 2 3 4 a3 G
—— Principal - Axiz 1 (20.96%)
) Axis vs, Variable Plots [EEE| Summary
[i{Raw Data |ﬁ Working Data | [fH| Grouping =z Cross Products ||2 PCA Flot
h
See also

Preparing charts for output/i62)
Printing charts

Exporting charts[153

Zooming on charts 158
Themes for graphs (167
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Scree Plot

A Scree Plot shows the decline in the fraction of total variance in the data explained by each
Principal Component. The PCs are plotted in decreasing order of their contribution to the total
variance. The display options are selected from the panel to the left of the graph. There is also the
option to plot the cumulative variance explained by 1, 2, 3 or more principal components.

{= CAP Demo 5.0.0.465 - Powerstation fish =NEEN X
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Detrended Correspondence Analysis - DECORANA

Detrended Correspondence Analysis was devised by Hill (1979) as an attempt to improve upon
reciprocal averaging (RA). Two problems that occur with reciprocal averaging are termed the ‘arch
effect’ and ‘end point compression'. When the first and second axes produced by RA are plotted, it is
often observed that the points are arranged in an arch, because of the quadratic relationship between
the axes, rather than because of any relationship between the samples. DECORANA removes this
arch by a technique termed detrending. The tendency for points at each end of the first axis to be
closer together than those in the middle is removed by segmenting the axis and expanding the
terminal segments and compressing those towards the centre. Whereas RA scales the axes
between 0 and 100 in relation to the magnitude of the eigenvalue, DECORANA scales in units of
average standard deviation of species turnover. Therefore a change of 50% in species composition
occurs in about 1 standard deviation.

Samples or species which are very different in their composition or distribution from others in the
data set present problems for DECORANA and in general such outliers should be removed from the
data before the method is applied.

When DECORANA is selected from the ordination drop-down menu, the Setup for DECORANA
window is displayed. In many cases, the default settings can be used by simply clicking OK.
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i B
{= Setup for DECORANA ESE

The options are described in turn below:

Downweight rare - Select this option if the influence of rare species is to be reduced. If selected,
the abundances of species rarer than the frequency of the commonest species divided by 5 are
down-weighted in proportion to their frequency.

Number of axis rescalings - Input an integer number; the default of 4 should generally be used.
Rescaling threshold - Axes shorter than this value will not be re-scaled. The default is zero.
Number of segments - This is the number of segments the axis is divided into for re-scaling. Input
an integer number, the default of 26 should generally be used.

Output for DECORANA is presented under a number of tabbed components that can each be viewed
by clicking on the tab. These are described in turn below:

Computations - DECORANA[71
Species Scores - DECORANA[ 72
Sample Scores - DECORANA[ 73
DECORANA plot[74)

8.2.1 Computations - DECORANA

This text window gives the values of the eigenvalues calculated for each axis. These are estimated
by iteration and this window also gives the residual term for each iteration. The eigenvalues are
calculated to an accuracy of 0.000001. If after 999 iterations this residual value is not achieved,
computation is halted and a warning message produced.

The length of the gradient is proportional to the rate of species' appearance and disappearance
(species turnower) along that gradient.

To print this output use File: Print. Press Ctrl-Alt-C, or Edit: Copy All, to copy the entire text of this
output. To copy a selected portion, select the text you require, and press Ctrl-C on your keyboard,
or Edit: Copy.
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8.2.2 Species Scores - DECORANA

This window presents in a grid the eigenvalues for each axis and the variable (species) scores for the
first 4 axes. These scores are the coordinates of each variable used in the ordination plot (see

DECORANA plot[74Y).

See Printing and exporting text[168 to save or print this table.

The table can be sorted by ascending or descending order of any of the columns, simply by clicking
on the top cell of the required column. Click the cell again to switch between ascending and
descending order.

-

IH_ M arne
ig Rearrange the zort order of
the table by clicking on the
Anchovy | title cell of any of the columrs.
Angler fish 219 220 -13 -99
] Bass -33 136 193 -22
l_ Blenny,Comman (Shanny) 264 192 -2 -224
Fi= Blenny, Tompot 141 280 B -135
Bream -132 138 9 -31
Brill 10 245 82 -17
Bull rout (Sh.5p.Sea scorpion) 283 -2 5 a5
Cod 20 24 -28 35
Conger 101 7 95 a4
Dab 176 125 -33 31
Dab,Long rough 347 -55 314 585
Dogfish,Lesser spotted 239 17 17 52
Dary (John dary) 22 281 124 275
Dragonet 205 141 -4 -2
Eel,Comman 54 75 a4 20
Flounder 79 99 21 101
Garfish 296 191 12 -238
Gilthead 201 243 721 -373
oby,Black 82 233 109 -177
Goby,Commaon 178 150 195 225

E Raw Data |ﬁ Working Data | EH Grouping | Computations Species Scores Sample *
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-

314
17
124

a4
21

i1
109
195

275

Rearrange the zort order of
the table by clicking on the
| fithe cell of any of the columns.
Angler fish 219 220
Bass -33 136
Blenny,Common {Shanny) 264 192
Blenny, Tompot 141 280
Bream -182 139
Brill 10 245
Bull rout (Sh.Sp.Sea scorpion) 283 -2
Cod 20 29
Conger 101 271
Dab 17 128
Dab,Long rough 47 -55
Dogfish,Lesser spotted 239 17
Daory {John dory) 22 281
Dragonet 205 141
Eel,Commaon 54 74
Flounder 79 99
Garfish 245 191
Gilthead 201 243
Goby,Bladk a2 33
Goby, Commaon 178 150

E Raw Data |ﬁ Working Data | f] Grouping | Computations Spedes Scores Sample -

Sample Scores - DECORANA

This window presents in a grid the eigenvalues for each axis and the sample (quadrat) scores for the
first 4 axes. These scores are the coordinates of each sample used in the ordination plot (see

DECORANA plot[74Y).

See Printing and exporting text[168 to save or print this table.

The table can be sorted by ascending or descending order of any of the columns, simply by clicking
on the top cell of the required column. Click the cell again to switch between ascending and

descending order.
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Site Scores (weighted mean Variables scores)

F s 102020477 [ 1dooeoc 1) 0521574
Fiearrange the zort order of the

|1_ Hini  table by clicking on the title cell 50 35
l‘j_ W of any of the columns. 50 73
Bl sieve 105 86 27 44
|4_ Wylfa 150 110 45 22
Bl rawiey 118 a3 94 8
|+_ Oldbury 0 a9 65 32
Bl tevsham 110 79 50 9
|_ Dung B 138 108 41 8
Elll trtepool 121 3 0 51
IW Kingsnorth 91 &0 44 n
Bl tomess 182 83 8 0
12 Coolkeeragh 139 57 105 114
13 Ballylumford 202 72 62 70
M oot 177 53 75 92
Tl Belfast west 149 21 57 40
16 graveline a9 33 31 a4
7 R 97 0 136 53
B Stallingborough 63 3 29 27

DECORANA plot

Select this tab to display the ordination plots of the data. This window shows plots of both the
sample and species scores. The display options are selected from the Choose to Plot panel to the
left of the graph. This panel can be shrunk to the left to make the plot as large as possible. Above
the plot there is a toolbar of commonly-used graphics editing tools.

You can also draw a perimeterlﬁh round a group, as shown in the plot below:
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particular paint on o
the plat.
Find Paint -10
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|L“ Raw Data | i Working Data |B§ﬁ Grouping ||:| Computations ||_| Spedies Scores ||_| Sample Scores ||g Decorana Plot |L“ Summary |

The label radio box is used to select labeling for the points. Select Both to display on the plot the
names of the samples and species. Select None if no labels are required. Select Species (variables)
or Samples to display variable or sample names respectively.

The Plot radio box allows sample, species or both ordinations to be plotted.

The axes displayed in the plot are selected from the Axis to Plot tab using the Plot x Axis, y Axis z
Axis drop-down boxes. The default is Axis 1 and Axis 2, which will display the relative positions of
the samples with respect to the two largest components. A 3D plot is produced if a z variable is
selected.

Non-metric Multi-Dimensional Scaling

Multi-Dimensional Scaling (MDS) is a technique for expressing the similarities between different
objects in a small number of dimensions. Hopefully, this allows a complex set of inter-relationships
to be summarised in a simple figure. The method attempts to place the most similar objects
(samples) closest together. The starting point for the calculations is a similarity or dissimilarity
matrix between all the sites or quadrats. These can be non-metric distance measures for which the
relationships between the sites/objects/samples (columns) cannot be plotted in a Euclidean space.
The aim of Non-metric MDS is to find a set of metric coordinates for the sites which most closely
approximates their non-metric distances.

The basic MDS algorithm is as follows:

1. Calculate the similarity or dissimilarity between sites.

2. Assign to each site a set of coordinates in p-dimensional space. These coordinates can be

either chosen at random or chosen using Principal Coordinates Analysis (note, this is not the

same as a Principal Component Analysis[63)). The value of p is chosen by the user.

Compute the Euclidean distance between these sites using the starting coordinates.

4. Compare the original dissimilarity between the sites with these Euclidean distances by
calculating a stress function. The smaller the stress function, the closer the correspondence.

5. Adjust the positions so as to reduce the stress.

w
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6. Repeat 2 to 4 until the stress is minimised or the maximum number of iterations is reached.

CAP uses Kruskals's least squares monotonic transformation to minimise the stress (see Kruskal
1964073, Kruskal & Wish[173, 1977). The program is designed to find an optimal two-dimensional
representation of the data. It can happen that no useful two-dimensional representation can be
produced. While it is possible to produce anything up to a six-dimensional solution, in practice this
is of little use, as it cannot be displayed. When requested, CAP lists solutions for 3 or more
dimensions, but does not plot them.

From the ordination drop-down menu select Non-metric MDS. The setup for Non-metric MDS is
displayed. This offers a series of options that are described in NMDS Starting Configuration|7_6"|. The
program can usually be run with the default values.

Output from Non-metric MDS is presented under a number of tabbed components that can each be
viewed by clicking on the tab. These are described in turn below:

MDS setup[761

MDS plots[8d)

Sample coordinates| 77
Stress[78)

Starting Configuration - MDS
When Non-metric MDS is selected, the MDS Setup dialog is activated.

{= MDS Setup L= B o)

Select choice of ztarting
pozition here.

. | Awiderange of similarity and distance
measures can be selected here.

Simple matching -

|Jze the slider ta
zelect the nurmber
of dimensionz. The
default iz 2.

TS N . |

Initial Start Position
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This is a radio button selection. Select PCA to use a Principal Coordinates Analysis (note, this is
not the same as a Principal Component Analysis[631) to calculate the starting coordinates of the
sites (columns). Select Random to use a random number generator to assign initial coordinates. The
default is to use a PCA. The algorithm used by CAP to find the final coordinates will produce
different results depending upon the starting configuration. Indeed, a poor initial choice may result in
the algorithm becoming trapped before a low stress value is reached. Generally, PCA will produce a
satisfactory choice. It is often useful to undertake a few runs with random starting points to satisfy
yourself that the algorithm is finding a minimum-stress solution.

Rotate output.
Select Yes or No by clicking on the radio buttons. If Yes is selected a PCA is performed on the final
site coordinates. The default is Yes, as this will usually produce the most suitable plot.

Similarity measures.

The measure to use is selected by clicking on the radio button. A number of different measures can
be used to calculate the distances between sites. The regular options available are Euclidean
distance, Sgrensen, Jaccard and Bray Curtis.The default is Bray Curtis. If you prefer, tick the 'Other
measure' box and select any of the other similarity measures offered by CAP.

Number of dimensions.

This is a slider bar activated by the mouse. The default value is 2. If a higher number is chosen, the
program will calculate the configuration of the points from this dimension down to 1 dimension, list
the final stress for each number of dimensions under the Stress tab, and display the change in the
stress value with number of dimensions graphically. The coordinates of the points for the maximum
number of dimensions are displayed under the Sample coordinates tab. However, the plot of the
positions of the site is that found for a two-dimensional space.

Maximum iterations.

You can change the number of iterations used by the stress minimisation algorithm by using the
mouse to mowe the slider bar. The default is 200. While there is a relationship between the number
of iterations and the magnitude of the stress lewvel achieved, in practice there is often little advantage
in selecting a higher iteration number. You may like to vary this number to become satisfied that the
minimum stress level possible has been achieved.

Main MDS Page[78)

Site coordinates

This grid presents the final coordinates for each site or sample (column). The site identifier is given in
the first column; in the second and third columns are listed the coordinates of each site for the two-
dimensional solution. These are the coordinates plotted in the MDS Plot[&d).

Columns to the right of column 3 will also be filled if you specified a maximum number of dimensions
abowve 2 (the default). In these columns are the coordinates of each site calculated for the model with
the maximum dimension size selected. These are not available for plotting within CAP.
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Results - Coordinates MDS
1
-1.21462 | -0,281509
-1.00969 | 0.808727
-1.54757 | 0.143054
-0,499005 | -0,230403
-1.54571 | 0.573973
1.20731 |-0.0917531
-0,628002 | -0,172999
-0.529236 | 0.321535
(BN -0.17165 | 0.706175
(BEIN -0, 124583 -0,172774
(S 0,699875 | -0,518585
(EEEN 0970878 | -0.139061
04944878 | 0.174477
(BElEN -0,842218 | 0.083214
slEEN 0.331115 | -0.273635
(AR 0.923586  -0,.490612
2.19015 | 0.0215943
(EEEN 0,354542 1 0.165453

2 0.737097 | 0.263783

SN -0, 326702 -0.0617328 L}

0.54244 | 1.11484

Raw Data | Working Data |Grm1g|5rrianty|2'

See Printing and exporting text[168 to save or print this table.

Main MDS Pagel 731

8.3.3 Stress

This grid shows the iteration history for a two-dimensional non-metric multidimensional scaling. The
first column gives the iteration number, the second the stress value at this iteration, and the third,
the step size used to mowve the site positions.

The change in stress can also be plotted; see MDS plots [80).
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{= CAP Demo 5.0.0.465 - Hinkley fish

File Edit Ordination Twinspan Clustering Similarity

Results - Stress and Final Stress

-

n Mo, |Final 5

If a maximum number of dimensions abowe 2 is selected, this grid also tabulates the final stress
value for models ranging from 1-dimensional to the maximum dimension selected by the user (the
default is 2). These data are also available as a plot. These data can give an idea of the true
dimensionality of the data set, as stress will reach a minimum value once the necessary nhumber of
dimensions required to fully express the distances between sites is reached. It gives an impression
of the suitability of a two-dimensional plot to show between-site relationships. If a two-dimensional
representation is satisfactory, then an increase in dimension number will not greatly decrease
stress.

See Printing and exporting text[168 to save or print this table.

Main MDS Pagel 751
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8.3.4 MDS plots

This window can show four different plots, which are each selected using the radio buttons to the left
of the graph in the MDS Options panel.

{= CAP Demo 5.0.0.465 - Hinkley fish =RESN X
File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare Help
[ [ —
RSB &~ Ao LT e [E
MDS Options Chaose the plat pou want . . . .
Pt W'thﬁhese radﬁDbgttqpﬁ: '; MDS - Axis 1 vs Axis 2 - 2D Model - Hinkley fish
o you have un with > :
dimenszions, the 30 plat will ROtatECL Bray-Cunls
@ samples (20) be awvailable.
Samples (30) ’ 200
Stress vs [terations 14 am °
Stress vs Dimension 12 2008 i
Tick ko show 1 L
sike/zample
labels. 1935
¥ Show labels 0s
2003 2009
Select a variable for the 1995 2004 oM @ 2008 ®
) bubble plot. ‘We have used 1983 1989 ®
Variable to plot the default, Equal Size; to 1938 ] 2005 2007 ®
Equal Size] show the magritude of an ] °
individual variable, select it 1981 o 1991 ® &m 2
from the drop-dowvn menu. 1984 10051994 133 2000
Size of bubble ] o ®
[N ® 2002
O 1982 .
Transparency of bubble Dot Sk 1992
and transparency 19893
T of the magnitude 1980 ®
bubbles in the ® 198
bubble plat. 1987 1a5a
= ®
®
1.2
44 The total
’ stress i
R i} 1 | shown here.
Az 1
2D Stress = 01565794
MDS Options
@ Raw Data | [t Working Data |ﬁ Grouping ||_| Similarity ||_| Site Coordinates ||_| Stress ||i,.§ MDS5 Flots @ Summary |

Samples (2D) - This shows the plot of the final positions for the samples or objects (columns).
Samples (3D) - If you selected more than 2 dimensions for the MDS, this will plot axes 1 to 3.
Stress vs iterations - This shows the plot of the stress against iteration number for a two-
dimensional non-metric multidimensional scaling model. A successful analysis should show an
approximately asymptotic decline in stress with iteration number.

Stress vs Dimension - This shows the plot of the final stress value plotted against the dimension of
the model. The maximum dimension on the plot is the maximum number of dimensions selected
during setup. This plot can give an idea of the true dimensionality of the data set as stress will reach
a minimum value once the necessary number of dimensions to fully express the distances between
sites is reached. It gives an impression of the suitability of a two-dimensional plot to show between-
site relationships. If a two-dimensional representation is satisfactory, then an increase in dimension
number will not greatly decrease stress.

Show labels - This tick box switches object nhames on and off.

Variable to plot - In its default setting, the plot will show all sites/samples at an equal size. If you
select one of the variables from the drop-down, then the size of the marker representing each site/
sample will be proportional to the occurrence of that variable in the site/sample. This can be useful if
a distinct group of sites/samples appears in the MDS plot, to detect which variables account for the
grouping on the plot. Select variables from the drop-down menu; if all the sites/samples in the group
are shown with larger bubbles, then it is likely that the magnitude of that variable's presence in those
sites/samples is responsible for the grouping together of those sites/samples (see the example plot
below). To scroll rapidly through the variables in the drop-down menu, click into the menu, then use
the Up and Down arrows on your keyboard to scroll through the list of variables.

Size of bubble - Controls the maximum size of the bubble markers in the plot.

Transparency of bubble - sets the level of transparency of overlapping bubbles in the plot.
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The plot below shows an MDS analysis of the Dune species demo data set, and demonstrates the
use of the bubble plot to highlight the variables responsible for sites' grouping on the plot. Sites 3, 4,
8, 9, 12 and 13, and sites 14, 15, 16 and 20, have formed two distinct groups on the MDS plot.
Using the drop-down menu to select individual variables, we can show that the magnitude of the
occurrence of species 'Agrsto’ (the grass, Agrostis stolonifera) is in part responsible for the
positioning of the two groups of sites. Scrolling through the other variables, you may determine
which other species contribute to the position of the two groups, and which species distinguish
between the two groups.

MDS Options

Plot
@ samples (20)
© samples (30)

(D) Stress vs [terations

(0) Stress vs Dimension

¥ Show labels

Variable to plot

Size of bubble

Transparency of bubble

Agrsto -

MDS Options

Axis 2

0.5
06
0.4

-0.2
-0.4
-0
-0.8

-1.2
-1.4
-1.6

MDS - Axis 1 vs Axis 2 - 2D Model - Dune species
Rotated, Bray-Curtis

site 1
siterd.3
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4 i ite: 3
site 2 ‘ 3 fe12
site & zite 16

sHte Sie 7

zite 10

site &

StE15 heon
site 11
aite 15 .
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MDS5 - Axis 1 vs Axis 2 - 2D Model - Hinkley fish
Rotated, Bray-Curtis
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ou can also draw a perimeter around groups 161

See also:

Editing charts 157

Preparing charts for output162)
Printing charts

Exporting charts[153

Zooming on charts 158
Themes for graphs (167

Main MDS Page[ 781

Reciprocal Averaging - RA

This method, also called Correspondence Analysis, is a method of showing the relationship between
both species and samples (quadrats) in a reduced space. Originally proposed by Hirschfeld (1935)
and Fischer (1940) it was first used by ecologists in the 1960s (Roux & Roux, 1967; Benzécri, 1967)
- see Kent & Coker (1992) for more details. The method is described by Hill (1973)[173 and a non-
mathematical introduction to the technique is given in Kent & Coker (1992)73. RA uses Chi-squared
distance values; this results in low abundance species (variables) having a possibly
disproportionately large effect on the ordination produced, and can over-emphasise the difference in
samples containing several infrequently-recorded species. RA performs best for analysing samples
that were collected along an environmental gradient. If there are no clear environmental gradients in
the habitat under study, or the gradients are short, then PCAl63) may give better results. RA can be
applied to both presence/absence and quantitative data.

When Reciprocal Averaging is started, the Setup for RA dialog is displayed. There is a single
option:
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Downweight rare variables. Select this option if the influence of rare species or other variables is
to be reduced. If selected, the abundances of variables rarer than the frequency of the commonest
divided by 5 are down-weighted in proportion to their frequency. The default is no down-weighting.
Click on OK to run the program.

Output for Reciprocal Averaging is presented under a number of tabbed components that can each
be viewed by clicking on the tab. These are described in turn below.

Computationslgﬁ

Species Scores[83

Sample Scores|8)
RA plot[88)

8.4.1 Computations - Reciprocal Averaging

This text window gives the values of the eigenvalues calculated for each axis. These are estimated
by iteration, and this window also gives the residual term for each iteration. The eigenvalues are
calculated to an accuracy of 0.000001. If after 999 iterations, this residual value is not achieved,
computation is halted and a warning message produced.

To print this output use File: Print. Press Ctrl-Alt-C, or Edit: Copy All, to copy the entire text of this
output. To copy a selected portion, select the text you require, and press Ctrl-C on your keyboard,
or Edit: Copy.

8.4.2 Species Scores - Reciprocal Averaging

This window presents in a grid the eigenvalues for each axis and the variable (species) scores for the
first 4 axes. These scores are the coordinates of each variable used in the ordination plot (see RA
plot[ssY).

See Printing and exporting text[168 to save or print this table.
The table can be sorted by ascending or descending order of any of the columns, simply by clicking

on the top cell of the required column. Click the cell again to switch between ascending and
descending order.
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Mo |Mame & 1 Axiz 2 :
Change the zart order of the
table by clicking on the title cell

Agonus cataphractus (L.) af any of the columns. 25 43
Alosa fallax (Lacepede) 131 24 -50 226
Ammodytes tobianus L. a3 24 a1 -28
Anguilla anguilla (L.) 293 -103 178 -126

Aphia minuta (Risso) 245 f 120 ]
Atherina boyeri Risso -54 -19 34 -45
Balistes carolinenis (Gmelin) 57 M7 -183 -584
Belone bellone (L.) -325 -416 145 24
Blennius gattorugine L. 75 159 -10 411
Buglossidium luteum (Risso) -58 267 -285 -433
Callionymus lyra L. 10 57 11 -37
Centrolabrus excletus (L.) 170 61 52 -Fo7
Ciliata mustela (L.) -3 145 5 22
Ciliata septentrionalis (Collet) i a5 -88 -126
Clupea harengus L. -193 416 416 91

Conger conger L. 99 47 -4 79
Crenilabrus melops (L.) -159 -343 144 -48
Crenimugil labrosus (Risso) -101 -256 a3 51
Crystallogobius linearis (von Duben) 191 -113 27 -127
Ctenolabrus rupestris (L.) 359 -33 a9 -45
Cydlonterus lumpus 1, 175 -147 67 -3372

8.4.3 Sample Scores - Reciprocal Averaging

This window presents in a grid the eigenvalues for each axis and the sample (quadrat) scores for the
first 4 axes. These scores are the coordinates of each sample or site used in the ordination plot

(see RA plot[ss)).
See Printing and exporting text[168 to save or print this table.
The table can be sorted by ascending or descending order of any of the columns, simply by clicking

on the top cell of the required column. Click the cell again to switch between ascending and
descending order.

Copyright 2019, PISCES Conservation Ltd



8.4.4

Community Analysis Package 6.0

Az A

Change the sort fEatls
order aof the table

—_
(=]

15015 O s O

—
(4%}

—

n

—
o

RA plot

24
fitle: el of any of &5
the columing.

1983 L] =13 33
-28 13
i | -17
-25 -17

-f -8

3 -26

i -23

-25 -6

-1 3

-35 11
1994 -3 - -24
1995 5 ¥ -13
1996 -25 -26 -4

1997 -5 -36 9
1998 -5 -33 11
1999 0 1 -21

Select this tab to display the ordination plots of the data. This window shows plots of both the
sample and species scores. The display options are selected from the panel to the left of the graph.
This panel can be shrunk to the left to make the plot as large as possible. Abowe the plot there is a

toolbar of

commonly-used graphics editing tools.

If you have assigned your sites/samples to groups, you can also draw a perimeter(162 round a group,

as shown

in the plot below.
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Ordination
{= CAP Demo 5.0.0.465 - Hinkley fish = | B |
- - - - — -
File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare Help
[ - -
MR A% 7 F 2
Choose to Plot « o _ )
Label RA Ordination Plot - Hinkley fish
) Both ) spedes 120'
110
_ _ Options for
@ None () Samples labeling the [ -
points. \ T _
0 \ “\
Plot 70 \ ®
© Boih. &0 '.II
0 Species Optionz for plotting =0 \
i@ 4
@ Samples zamples and \ ®
species/variables. [ 40 | L]
0 \ ® ® \
[x] ',|
iy 20 \
é \ L ] \\
10 | L ° ™
0 \ ® o ¢ P
0 \ o P
\ - — o
20 L - ]
o \ ®® oo 4 00O —e
K \ -
Use Find Pont | _ap | o t,,"'/
to locate a | o
paticular point | 30 ""r
on the plot. -B0
Find Point et}
-50
Choose to Plot -0 -70 -60 -50 -40 -30 -20 10 O 10 20 3.0 40 50 60 ¥O 80 S0 100 110 120 130 140 130
[ Select the ares Az 1
that are plotted,
Axes to Plot
@ Raw Data |ﬁ Working Data |ﬁ Grouping ||_£ Computations Spedes Scores Sample Scores ||M RA Plot @ Summary |
The Label radio box is used to select labeling for the points. Select Both to display on the plot the

names of the samples and species. Select None if no labels are required. Select Species (variables)
or Samples to display variable or sample names respectively.

The Plot radio box allows sample, species or both ordinations to be plotted.
Axes to Plot

The axes displayed in the plot are selected using the Plot x Axis, y Axis, z Axis drop-down boxes.

The default is Axis 1 and Axis 2, which will display the relative positions of the samples with respect
to the two largest components. A 3D plot is produced if a z variable is selected.
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TWINSPAN

TWINSPAN is somewhat complex divisive clustering method originally devised by Hill[173 for
vegetation analysis, but quite suitable for animal communities as well. An interesting feature of
TWINSPAN is that it forms what are termed pseudospecies. These are separate variables for the
different levels of abundance of a species. Samples are ordinated using Reciprocal Averaging (RA).
A dichotomy is then made using the RA centroid line to divide the samples into two groups (negative
and positive). This dichotomy is then refined using an iterative procedure. The clusters of samples
obtained are then ordered so that similar clusters are near each other. This procedure continues in a
hierarchical fashion to subdivide the groups until the minimum group size initially selected by the
user is obtained. Species are then classified using the sample (quadrat) classification. In the original
output a table is then produced showing species-by-site (quadrat or sample) relationships.

Once the TWINSPAN option is selected from the drop-down menu you will be presented with the
Setup for TWINSPAN(881 window in which options can be selected. If no changes are made prior to
clicking OK, then the default settings will be used. For many vegetational studies the defaults are
appropriate.

Setup Window - TWINSPAN/sg
TWINSPAN Text[sd)

Site summary[od)
Species summary[on
Dendrogram samples|[ 92
Dendrogram species| 93

See also Maximum size of the data set[ oM.

Setup window - TWINSPAN

The setup window is divided into four panels, which will be described in turn below.

i
{= Setup for TWINSPAN (o] & ]

‘ @)

e || gl || o<
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Cut levels. This determines the abundance lewvels in the working data at which a species is divided
into pseudospecies. A maximum of 9 cut levels can be defined. The default state is for 5 cut levels
set at 0, 2, 5, 10 and 20. The radio box is set to % coverage as these are suitable values if the
original data comprises percentage vegetation cover in quadrats. Select frequency if the original data
are expressed in terms of relative frequency (maximum value 1). Select Pres/Abs if the working data
are simply presence - absence (comprises 1s and 0s). To select your own cut lewvels select Custom
and type in values in the line of text boxes arranged along the panel. The cut levels must be
arranged from smallest to largest mowving from left to right. The program ignores blank boxes.

Options. Three options are available. Maximum number of indicators per division defines the
maximum number of indicator species that can be found per division. Maximum level of divisions
defines the number of subdivisions of the groups that can be undertaken. The maximum is 9.
Minimum group size per division gives the minimum number of samples (quadrats) in each group.
Once a group size has reached this minimum lewvel, no further subdivisions are undertaken.

Weighting. Each box in this panel gives the relative weighting given to each pseudospecies cut
level. The default is all 1s, indicating that all pseudospecies are given equal weighting. If you wish to
adjust the weighting given to a particular pseudospecies, for instance to give it double the weighting,
simply enter '2' into the relevant box, leaving the other boxes at '1'.

Indicator levels. Defines which pseudospecies cut levels can act as indicators. The default is all; to
deselect a level, uncheck a box.

Output from TWINSPAN is presented on a series of tabbed pages. These are described in turn:

TWINSPAN Text[sd

Site Summaulaﬁ

Species (or Variables) Summagzlaﬁ
Dendrogram Speciesl?ﬁ

Dendrogram Samplesl?z'ﬁ
TWINSPAN Out[96)

TWINSPAN Text

This window gives output similar in form to that produced by the original Fortran TWINSPAN program
for mainframe computers and DOS PCs. It first gives information on the clustering of the sites
(quadrats), followed by the species, then finishes with the Classification Table. For large data sets it
can be almost uninterpretable.

Press Ctrl-Alt-C, or Edit: Copy All, to copy the entire text of this output. To copy a selected portion,
select the text you require, and press Ctrl-C on your keyboard, or Edit: Copy.
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F — ™
= CAP 5.0.0.465 - biclogical test 1 [E=EER

File Edit Ordination Twinspan Clustering Similarity Association Group tests  Experimental Compare Help

QUADRAT DIVISION 1 Mumber of guadrats in duster = 34 |
eigenvalue = 0.3670 number of iterations = 4

Indicators and their sign

1-Sacamea [+);

1-Sbudare [-];

1-Sgreoce [-];

0-lacamea [+);

The maximum indicator score for the negative group = -1

The minimum indicator score for the positive group =0

Megative group: 2 Number of objects = 19 comprising:

A1, A2, A3, AM2, AM3, AM7, B1, C1, D1, D2, RE1, RE10, RE2, RE3, RE4, RES, RE6, RE7, RES,

The misdassified negatives: Mumber of objects = 1 comprising:

RES,

The positive group: 3 Mumber of objects = 15 comprising:

AM1, AM10, AM4, AMS, AMS, AMS, AM3, B2, B3, C2, C3, D3, RE9, SM1, 5M2,

The misdlassified positive:Number of objects = 1 comprising:

AM10,

Variables preferring the negative group of quadrats

0-1budare 1 (6, 2) 0-1carbis 1 (4, 0) 0-1celafr 1 {15, 4) 0-1daani 1 (8, 2) 0-1cotpan 1 (4, 1) 0-1diowyt 1 (4, 0) 0-1eucnat 1 (14, 4) 0-1greocc 1 (11,
2) 0-1gymbux 1 (11, 3) 0-1kigafr 1 (7, 1) 0-1pitvir 1 (7, 1) 0-1pteobl 1 (4, 0) 0-1rapmel 1 (4, 0) 0-1rubcun 1 (8, 3) 0-1scomun 1 (11, 2) 0-1scumyr 1
(4, 1) 0-1seapyr 1 (8, 2) 0-1solmar 1 (13, 5) 1-Sbudare 1 (14, 2) 1-Sbudser 1 (5, 1) 1-5candil 1 (15, 5) 1-5carbis 1 (6, 0) 1-5celafr 1 (11, 1) 1-
Scotpan 1 (6, 1) 1-5diowyt 1 (5, 0) 1-Seucnat 1 (11, 3) 1-5greocc 1 {14, Z) 1-5gymhar 1(9, 1) 1-Skigafr 1 (5, 0) 1-5Slautet 1 (5, 0) 1-5pteabl 1 (5, 1)
1-Ssclodo 1(4, 0) 1-5sdzey 1 (4, 0) 1-5scomun 1 {9, 3) 1-Sscumyr 1 (10, 0) 1-Ssolmar 1 (16, &) 0-1budare 2 (5, 2) 0-1carbis 2 (4, 0) 0-1celafr 2 (15,
4) 0-1claani 2 (8, 2) 0-1cotpan 2 (4, 1) 0-1diowyt 2 (4, 0) 0-1leucnat 2 (14, 4) 0-1greoce 2 (11, 2) 0-1gymbux 2 (11, 3) 0-1kigafr 2 (7, 1) D-1pitvir 2
(7, 1) 0-1pteobl 2 (4, 0) 0-1rapmel 2 {4, 0) 0-1rubcun 2 (&, 3) 0-1scomun 2 (11, 2) 0-1scumyr 2 (4, 1) 0-1seapyr 2 (8, 2) O-1solmar 2 (13, 5) 1-
Sbudare 2 (14, 2) 1-5budser 2 (5, 1) 1-5candl 2 {15, 5) 1-5carbis 2 {5, 0) 1-5celafr 2 (11, 1) 1-5cotpan 2 (6, 1) 1-5diowyt 2 (5, 0) 1-Seucnat 2 (11,
3) 1-5greocc 2 (14, 2) 1-5gymhar 2 (9, 1) 1-5kigafr 2 {5, 0) 1-Slautet 2 (5, 0) 1-Spteabl 2 (5, 1) 1-5sdoda 2 (4, 0) 1-5sdzey 2 (4, 0) 1-5scomun 2 (9,
3) 1-5scumyr 2 (10, 0) 1-5solmar 2 (165, &)

Variables biased towards the positive group of quadrats

1-Sseaden 1 (4, 7) 1-5seaden 2 {4, 7) 0-1acamea 3 (0, 8) 0-1candl 3 (1, &) 0-1celafr 3 (0, 4) 0-1eucnat 3 (0, 4) 0-1solmar 3 (1, 5) 0-1trigra 3 {0, 5)
1-Sacamea 3 (0, 11) 1-5candl 3 (1, 5) 1-5gymbux 3 (0, 5) 1-5halluc 3 {0, 8) 1-Spinpat 3 (0, 4) 1-5seaden 3 (0, 7) 1-Sseapyr 3 (0, 6) 1-Ssolmar 3 {1,
6) 1-5acamea 4 (0, 5) 1-Ssolmar 4 (0, 4)

Variables with no gquadrat preference

0-1acamea 1 (9, 8) 0-1candl 1 (13, &) 0-laymhar 1 (7, 3) 0-1seaden 1 (5, 3) O-1trigra 1 (11, 5) 1-5acamea 1 (15, 11) 1-5gymbux 1 (12, 5) 1-5halluc
1 (10, 8) 1-5leuser 1 (5, 2) 1-5pinpat 1 (3, 4) 1-Srubcun 1 (7, 3) 1-5seapyr 1 (13, 6) 1-Strigra 1 (6, 3) 0-1acamea 2 (9, &) 0-1cand 2 (13, &) 0-
1gymhar 2 {7, 3) 0-1seaden 2 (5, 3) 0-1trigra 2 {11, 5) 1-5acamea 2 (15, 11) 1-5gymbux 2 (12, 5) 1-5halluc 2 (10, 8) 1-5Sleuser 2 (5, 2) 1-Spinpat 2
(3, 4) 1-5rubcun 2 (7, 3) 1-5seapyr 2 (13, 6) 1-5trigra 2 (5, 3)

END OF LEVEL 1

|.m

{iff Raw Data | FHH Working Data | [ Grouping Twinspan out hE]Twinspan Text Site Summary
Variables Summary |-[EDendrogram Sites |{EDendrogram Spedies | £ Summary

Site summary

This table gives a summary of the subdivisions undertaken on the sites (quadrats). In addition to the

eigenvalue obtained from the RA, it gives the number of the sites classified into the negative,
borderline and misclassified groups. See Printing and exporting text[168 to save or print this table.
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Results - Site Summary

] it |Eigenyalue |Ma. terations | Group Size | Mo, -ve |Ho. Borderling -ve | Mo, Mizclagsified -ve

-

0.0633494
0.08726026

[
(=
i
(=
=
=

Mo Division 3
0.0740461 4 14 3
0.0396421 4 11 3
Mo Division

0, 05930680 5
0.11515659
0.0910793

Mo Division

Mo Division
0.1156901 1
Mo Division

Mo Division

Mo Division

Mo Division

Mo Division

L e % I U I LR - A = VR < B Y
=]

Mo Division

9.4 Variables summary

This table gives a summary of the subdivisions undertaken on the species or variables. In addition to
the eigenvalue obtained from the RA, it gives the number of species (variables) classified into the
positive, negative, borderline and misclassified groups. See Printing and exporting textf68 to save or
print this table.
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Dendrogram sites

3
2
2 7 5 18
4 21 11 10
2 n 6 5
4 5 8 1
3 18 5 13
3 1 7 4
3 10 5 5
T 0. 1550113 2 & 4 2
11 0.0340656 3 % 24 2
T 0. 1735557 3 8 7 1
ER o Division 1
T 0.2314341 1 5 3
T 0. 1425438 13 10
T 0. 1752352 7 & 1
B o Division 4
T 0. 1400554 1 5 3
TR 0.0819803 1 5 1
20 Mo Division 4

This page displays the dendrogram of the TWINSPAN analysis for the sites or samples; here we

have used the Dune species demo data set. At each division the indicator species are shown. The
look of the dendrogram can be edited with Editing TWINSPAN Dendrogramslaﬁ.

-
{= CAP Demo 5.0.0.465 - Dune species (=] B [
File Edit Ordination Twinspan Clustering Similarity Association Group tests Experimental Compare Help
o . T T T T T 1
Uptions 5 4 3 2 1 0
Edit Dendrogram site 11
site 17
site 19
site 18
Space Equally Horizontally
] Achmil 1 [+]
Hyprad 1 [] [+ dte s
X site &
Fit Text site 7
site 10
Frint Dendrogram Plalan 1 []
M Lolper 1 [ site 1
Elepal 1 [+ site 2
Agrsto 1 [+] site 3
Ranfla 1 [+] i
J Junart 1 [+] site 4
site 9
site 8
site 12
site 13
5 1[4
agpro 1 [ dite 14
site 15
site 16
site 20
Options.
e
EDendrogram Sites. |-[§Dendrogram Species [ Summary
[i{Raw Data |E Working Data |E Grouping Twinspan out @Twinspan Text Site Summary Variables Summary
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Sizing the dendrogram to either fit the screen or make the sample titles readable. Use the
Fit Text / Fit Screen button to toggle between the two options. When Fit Screen is active the whole
dendrogram is displayed in the window; for larger dendrograms the labels will overlap. To see the
labels clearly, select Fit Text and use the scrollbar to move down the dendrogram.

To edit all other aspects of the dendrogram, use Editing TWINSPAN Dendrograms/[941 in the Options
panel on the left-hand pane.

Identifying the divisions. To obtain details about the divisions produced, note the indicator species
for the division in question on the dendrogram and then click on the_Twinspan Text[ed tab. Scrolling
down this output, each division is identified by its respective indicator species. Information about the
division is then given in full.

Dendrogram species

This page displays the dendrogram of the TWINSPAN analysis for the species or other variables;
here we have used the Dune species demo data set. The species grouped together within each right-
hand node are displayed at the right of the plot. The look of the dendrogram can be edited with

Editing TWINSPAN Dendrograms|o4).

f h|
{= CAP Demo 5.0.0.465 - Dune species | =RNCN X
File Edit Ordination Twinspan Clustering Similarity Association Group tests Experimental Compare Help
o o T T T T T 1
U 5 4 3 2 1 0
Cirarv
Edit Dendrogram Elyrep
Belper
Brohaor
Tripra
Airpra
Empnig
Hyprad
Vidat
Fit Text Achmil
Antodo
Print Dendrogram Flalan
Lolper
Poapra
Rumace
Leoaut
Poatri
Trirep
Brarut
| Sagpro
Salrep
Agrsto
Alogen
Junbuf
Ranfla
Elepal
Junart
Potpal
Calcus
Options Chealb
{&=Dendrogram Sites |{§Dendrogram Spedies Fi Summary
[ Raw Data |ﬁ Working Data |ﬁ Grouping i=:=| Twinspan out ||:]Twinspar| Text =:=| Site Summary | Variables Summary
A

Sizing the dendrogram to either fit the screen or make the species titles readable. Use the
Fit Text / Fit Screen button to toggle between the two options. When Fit Screen is active the whole
dendrogram is displayed in the window; for larger dendrograms the labels will overlap. To see the
labels clearly, select Fit Text and use the scrollbar to move down the dendrogram.

To edit all other aspects of the dendrogram, use Editing TWINSPAN Dendrograms|[e41 in the Options
panel on the left-hand pane.
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9.7 Editing TWINSPAN Dendrograms
The Options pane of a TWINSPAN dendrogram is shown below:

-

Options &«

Edit Dendrogram

Fit Text

Print Dendrogram

Sizing the dendrogram to either fit the screen or make the speciestitles readable. Use the
Fit Text / Fit Screen button to toggle between the two options. When Fit Screen is active, the
whole dendrogram is displayed in the window; for larger dendrograms the labels will overlap. To see
the labels clearly, select Fit Text and use the scrollbar to move down the dendrogram.

You can change all other aspects of your dendrogram, and also the information displayed, using the
Edit Dendrogram dialog:

Edit Dendrogram I&

Label Position
i@ On Top 7 Below
(7 Centre () Short Stub

Show Groups Colour

Gap

IIIIIII@IIIIIIIIIIIII

Stub Length m

Stacked labels gap @ Label Font

| ok H Cancel H Hep |

L

The Lines tab offers options to change many aspects of the branches of the dendrogram.

The Labels tab allows the font and position of the labels to be edited, and to show the colours
assigned to groups in your data set. Shown below is an example dendrogram produced if you
select Short stub.

The Indicators tab allows you to edit the font used for the indicator species labels, and rotate the
label text.
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The Axis tab gives options for the form of the axis.

The Background tab allows the background colour and the width of the left and right margins to be

altered.

The Copy/Export tab offers output options, to copy the dendrogram as an image to paste into
another program, or to sawe it.

{= CAP Demo 1.0.0.0 - Hinkley fish = | B S|
File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare Help
= &£ L} T T T T
Options 5 4 3 2 1
1995
" e 2000
Edit Dendrogram 2001
1999
_ ) 20110
Liza aurita 2 [] Ammodytes tobianus L. 1 [+] 2011
Space Equally Horizontally 1997
Gobilgs niger L. 1 [+ 2002
2003
N Alosa fallax fLacepede) 3 [] 2004
Fit Text 2006
- Gasterosteus aculeatus L. 1[-] ggg?
Print Dendrogram Entelurus aequoreus (L.) 4 [-] . . 2008
Anguilla anguilla (L.) 4 [+] Merluccius merfbccus (L.) 1 [+] 5009
Clupea harengus L. 4 [-]
Merlucdus merluccius (L.} 2 [+] 1993
2012
Scyliorhinus caniculus (L.) 1[4 » igéé
Maurolicus muelleri (Gmelin) 1 [+] 1990
Entelurus aequoreus (L.) 2 [+] }ggi
Trachurus trachurus (L.) 1 [+]
1995
1996
Gadus morhua L. 3 []
Clupea harengus L. 2 [] 1988
— 1991
1992
Options
EDendrogram Sites |{EDendrogram Spedes e Summary
[ Raw Data | i Working Data | [ Grouping Twinspan out |_|E]Twinspan Text Site Summary Variables Summary
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This grid shows the classification table used to produced the dendrograms. See Printing and

exporting text[168 to save or print this table.

{= CAP Demo 5.0.0.465 - Hinkley fish [E=EE
File Edit Ordination TIwinspan Clustering Similarity Association Group tests  Experimental Compare Help
(13- 2000 8 30- 2011 [16 - -
0 0 0 0 a a 0 0 0 D
2 0 0 0 i} i} 0 0 0
0 0 0 0 a a 0 0 0
1 3 1 i} a a 0 0 i}
1 0 0 0 1] a 0 0 0
2 0 0 3 a a 0 0 0
0 0 1 0 a i} 0 i 0
1] 1 o] 5 o o] 1] 53 2
0 0 o o 0 1 0 0 0
0 0 1 . 0 i} i} 0 0 0
0 0 0 0 a a 0 0 0
0 1 1 i} 1 10 4 1 2
0 0 1 0 1] a 0 0 0
1 0 1 0 a a 1 0 0
2 0 2 3 22 a 0 5 0
1 3 3 [ 5] 1 2 2 3
2 5 0 0 3 3 0 i 1
2 12 1 2 1 2 1 1 2
0 5 & 1 2 a i 0 0
6 4 2 i} a 1 5 0 i}
0 3 0 0 1] a 0 2 3
0 3 0 0 a 2 1 2 1
163 125 3 1091 43 18 4 70 254
3 1 12 21 4 1] 1 1 13
0 0 1 1 a 1 0 0 0
12 15 23 0 2 1 8 2 3
2 o] o] o] 4 o] 0 o] o]
214 31 91 111 13 28 22 12 9
3 3 4 11 15 L) 10 3 2
20 2 13 ] 1 -1 14 31 2 7
b
Fhw Data | Working Data | Grouping =2 Twinspan out [[ = Twinspan Text |-/ site Summary
Variables Summary |-[E Dendrogram Sites |{§Dendrogram Spedes | EEH Summary
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Clustering

When numbers of sites or habitats are to be compared, the similarity measures[118 offered by CAP
can form the basis of cluster analysis, which seeks to identify groups of sites, or stations that are
similar in their species composition.

Classification methods comprise two principal types, hierarchical, where objects are assigned to
groups that are themselves arranged into groups, as in a dendrogram, and non-hierarchical, where
the objects are simply assigned to groups. The methods are further classified as either
agglomerative[ 991, where the analysis proceeds from the objects by sequentially uniting them, or
divisive[08), where all the objects start as members of a single group which is repeatedly divided. For
computational and presentational reasons hierarchical-agglomerative methods are the most popular.

CAP includes the following methods of cluster analysis:

Agglomerative clustering
Ward'shod

Single linkagefo®
Complete linkagefod
Average linkage/108)
McQuitty's[10h
Gower'sfio
Centroidhof

Divisive clustering[108)

The basic computational scheme used in cluster analysis can be illustrated using single linkage
cluster analysis as an example. This is the simplest procedure and consists of the following steps.

Start with n groups each containing a single object (sites or variables).

Calculate, using the similarity measure of choice, the array of between-object similarities.

Find the two objects with the greatest similarity, and group them into a single object.

Assign similarities between this group and each of the other objects using the rule that the new
similarity will be the greater of the two similarities prior to the join.

5. Continue steps 3 and 4 until only one object is left.

pODDOE

The results from a cluster analysis are usually presented in the form of a dendrogram:
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775 58.1 388 19.4

=

Sample 1
Sample 3
Sample 2
Sample 13
Sample 14
Sample 4
Sample &
Sample 11
Sample S
Sample 12

Sample 10

Sample &
E Sample 9

Sample 15
Sample 16
Sample 7

Sample 17
Sample 23
Sample 19
Sample 20
Sample 22
Sample 26
Sample 24

Sample 21

Sample 18

Sample 25

The problem with all classification methods is that there can be no objective criteria of the best
classification; indeed even randomly-generated data can produce a pleasing and convincing
dendrogram. Always consider carefully whether the groupings identified seem to make sense and
reflect some feature of the natural world.

10.1 Agglomerative cluster analysis

Hierarchical agglomerative cluster analysis is selected by choosing Clustering: Agglomerative
from the drop-down menu. The following methods for linking groups are available:

Ward'sfiod)

Single linkagefiod)

Complete linkagefiod)

Average linkagefiod

McQuitty'sfoh

Gower's[10h
Centroidlrof)

Whichever method you select, in the Setup for Cluster box, CAP then offers a choice of 15 distance
measures: Euclidean[118, Geodesicli28, Whittakersfizh), Ave. Distanceli19), Manhattanfi2®, Canberra
2D, Chordl118, Mean Character Difference (Czekanowski)i18, Bray-Curtisi2h, Squared Chord[12}),
Mahalanobish23), 1-Jaccardh1®, 1-Sgrensenli1% and Square root 1-Sgrensen11f and Renkonenh23)
distance. Each of these distance measures is different, and will influence the outcome of cluster
analysis. If you have presence-absence data, it is worthwhile choosing a distance measure
specifically designed for it, such as Jaccard's or Sorenson's.
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-
{= Setup for Cluster - Ward's

e B Gnel [ o

Once a measure has been selected the cluster analysis will immediately be run. Output is
presented on a series of tabbed pages. These are described in turn below.

Cluster summary/103

Cluster groupsfoh

Dendrogram - CLUSTER ANALYSISfio}

Ward’s

Also termed minimum variance or error sums of squares clustering. At each iteration, all possible
pairs of groups are compared and the two groups chosen for fusion are those which will produce a
group with the lowest variance.

Single linkage

Also termed minimum or nearest neighbour method. At each iteration, the clusters are compared in
terms of the similarity of their most similar samples (columns) and the two clusters that hold the
most similar samples are fused.

Complete linkage

This is also called furthest neighbour sorting. At each step, the clusters are compared in terms of
the similarity of their least similar members and the two clusters that are most similar are fused.

Average linkage

Also known as group-average sorting (Lance & Williams. 1966173). At each step, the clusters are
compared in terms of the average similarity of their members and the two clusters that are most
similar are fused.
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10.1.5

10.1.6

10.1.7

10.1.8

McQuitty’s

Let D,, = any distance or dissimilarity measure between clusters C, and C,. If clusters C, and C, are
merged to form C_, the formula giving the distance between the new cluster C_ and any other
cluster Cj is:

D,, = (O, +D)/2 .

The method was independently developed by Sokal and Michener (1958) and McQuitty (1966).

Gower’s

At each step, the centroids of the clusters are compared, and the two clusters that are most similar
are fused. The position of the centroid is calculated using the formula of Gower (1967).

Centroid

At each iteration, the clusters are compared in terms of the similarity of their most similar samples
(columns) and the two clusters that hold the most similar samples are fused. The average of the
attributes of the fused group is calculated and the similarity between average properties are used in
subsequent iterations.

Cluster groups

This grid gives the membership of each cluster arranged by rows. The first column gives the cluster
formation number - this is the cycle during which the cluster was formed. The second column,
termed the group label, gives an identifier for the cluster based on the membership. The group label
is the lowest number of the column numbers of the samples included within the group. Thus if
samples in columns 23 and 45 are joined to form a cluster the group label will be 23. If at some later
point these samples are joined with the sample in column 1 then the group label for this new cluster
will be 1. From column 3 onwards the members of each cluster are given.

To print this output use File: Print.
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Results - Groups

ad 1989
8 1989
1 1981
15 1996
4 1984
13 1994
9 1990
5 1985
4 1984
26 2007
1 1981
11 1992
19 2000
15 1996
13 1994
4 1984
11 1992
21 2002
1 1981

1995

2001

2001

1385

2012
2000
2001
1993
2003
1985

The first cluster iz formed
by the samples from 1388
and 2001 ; it iz azsigned
aroup Label ¥ becauze
the first zample in the
qraup iz fram column 7 of
the original data set.

1991

2008

2009
1991 2011

2006 | 1939 | 2004 1995

10.1.9 Dendrogram - Cluster analysis

The dendrogram of the cluster relationships is shown by clicking on the Dendrogram tab. Many

aspects of the dendrogram can be edited by clicking the Edit Dendrogramm button in the Options

pane.

102
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{= CAP Demo 1.0.0.0 - Hinkley fish PRSI X
Click to
File Edit Ordination Twinspan| minimise the | Similarity Association Group tests Experimental Compare Help
Options pane.

115 75.6 33.3 1]
Edit all aspects of
your dendrogram. 1981
Edit Dendrogram {-= 1983
1985
1984
Select this option to space the 1988
Space Equally Horizontally ——= branches of the dendrogram 1991
_] equally across the plot,

1989
i 1995
- Fit the whaole dendrogram to 2001
Fit Text the zcreen size, or display at
its natural size. 2004
Print Dendrogram

Preview and print the
finished dendrogram.

2002
Options 2008

Cluster Groups |-[E Dendrogram@ summary |

@ Raw Data |ﬁ Working Data |ﬁ Grouping |[=Z| Cluster Summary ==

Space Equally Horizontally. Selecting this option will spread the branches of the dendrogram
equally across the plot, otherwise the divisions are shown at the point they occur on the axis
scale.

Sizing the dendrogram to either fit the screen or make the species titles readable. Use the
Fit Text / Fit Screen button to toggle between the two options. When Fit Screen is active, the
whole dendrogram is displayed in the window; for larger dendrograms the labels will overlap. To
see the labels clearly, select Fit Text and use the scrollbar to move down the dendrogram.

10.1.9.1 Edit Dendrogram

The Options pane of a cluster dendrogram is shown below:

-

Options

Edit Dendrogram

I

Space Equally Horizontally

Fit Text

Print Dendrogram

Space Equally Horizontally. Selecting this option will spread the branches of the dendrogram
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equally across the plot, otherwise the divisions are shown at the point they occur on the axis
scale.

Sizing the dendrogram to either fit the screen or make the species titles readable. Use the
Fit Text / Fit Screen button to toggle between the two options. When Fit Screen is active, the
whole dendrogram is displayed in the window; for larger dendrograms the labels will overlap. To
see the labels clearly, select Fit Text and use the scrollbar to move down the dendrogram.

You can change all other aspects of your dendrogram, and also the information displayed, using the
Edit Dendrogram dialog:

Edit Dendrogram Iéj

Lines |Labels ICriﬁEI Values I Axis I Background I Cupnyxport|

Space Equally

Weight Lines

Draw Triangular

Show Colour Group Lines

Show Pre Line E}

Line Thickness @IIIIIIIIII

oK H Cancel H Help

b .

The Lines tab offers options to change many aspects of the branches of the dendrogram.

The Labels tab allows the font and position of the labels to be edited, and to show the colours
assigned to groups in your data set. Shown below is an example dendrogram produced if you
select Short stub.

The Critical Values tab allows you to put on the dendrogram the distance values which cause the

samples to be combined. These are shown on the plot below.

The Axis tab gives options for the form of the axis.

The Background tab allows the background colour and the width of the left and right margins to be
altered.

The Copy/Export tab offers output options, to copy the dendrogram as an image to paste into
another program, or to sawe it.
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10.1.10 Cluster summary

This window presents a table of the sequence of cluster formation. The first column, entitled Cluster,
gives a sequential number to each cluster formed. The group 1 and group 2 columns identify the
groups which are united to form the cluster. Initially every sample (column) is a separate group
numbered sequentially. Thus the first row of the table gives the column numbers of the first two
samples to be joined to form a cluster. The column headed Dissimilarity gives the dissimilarity
measure between the two groups which are united. Group label gives the number by which this new
group will be referenced further down the table. Group size gives the number of items (samples or
columns) in the group.
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" Dizzimilarity bebween
Results - Clustering
2
: 5 ; )
Cluster 1 iz Th_ls cluster iz
farmed from sites 11 assigned Group
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iti the: data zet. 17 from calurnn 15 of

the onginal data.
8. 3666000 17 z
15 15 8.4629331 15 3
5 5] 8.4722757 5 3
3 8.6023254 3 2
9 9.4965467 3
4 10.3260145 4
14 15 10. 7176962 14 4
1 11 11. 7137060 1 3
3 12 13.3561411 3 B
2 5 13.6868610 2 5
1 17 14, 3670363 1 5
1 2 21.0936699 1 10
3 14 28.8158321 3 10
1 3 36.7146873 1 20
0 0 0. 0000000 0

10.2 Divisive cluster analysis

In divisive clustering methods, the samples (columns) all start as members of a single group which
is subsequently subdivided. TWINSPAN[ &) is an example of such an approach. The method
available under Clustering: Divisive minimises the sums of squares of the dissimilarity of each
cluster formed. To carry out the analysis, you must specify the number of clusters required in the
Setup dialog window. The number of clusters must lie between 1 and the number of samples present
in your data set; the setup dialog will inform you how many samples there are (see image below).

.E’}Eizur: for divisive clustering = O >

To gain an idea for a suitable number of clusters you might find it useful to examine a PCA|63] or
MDS[75) plot. Although the method will always group the samples into the number of clusters you
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10.2.1

request, the results will not necessarily be meaningful for every

data set, and so the method is best

used when some other analysis such as TWINSPAN/88) or PCA has suggested the presence of a
number of groups, and you wish to see if an independent method can produce the same group

membership.

Cluster Summary/[1od

Cluster Groups|[108
Plot Clusters[ion

Plot Clusters

The Plot Clusters tab presents a plot of the position of the samples (objects) in space, as defined by
two variables. Beside each sample is a number that identifies the cluster into which the sample has
been assigned. The particular variables used to define the space within which the samples are
plotted are selected from drop-down menus in the Options pane.

{= CAP Demo 1.0.0.0 - Romano British pottery =RRSN X
File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare Help
I =1
RSB & b &% ] Foesin
Options “« o
Cluster Plot - Romano British pottery
Plot Spedes 1 (x Axis) g
[ Al -] 75 1- er'nElWI? 3
1 - Famdempl 1@
T _ -fmample 14@ o®
vs Spedies 2 (y Axis) ~==l Select variables 2- Sa?'np%a@?l?gi p I
ta plat o each . g
[Fe '] awiz here. - Sumple
2- Spelggheled 5
Vs ) )
Spedes 3 {z Axis) 55 ® o®
[None '] 5
2 - Sample 7
45
¥ Show labels _ L
Switch o 4
labelling
on or off. 35
. “Thislabel L7 Samp': 253 e
indicates that @ ~-=EMRE
25 zample 25 ®
was placed 3- Samplea20 ample 26
2 T 3 - SagpleTme 3 - Sample 21
15 3. si@' i ®
- 3 - Sample 24 .
Use Find Paint| 1 ° L
to locate a
particular paint (0.5
on the plat,
Find Paint ~ o
9 10 11 12 13 14 15 16 17 18 19 20 21
Al
Options
E Raw Data |E Working Data |ﬁ Grouping == Cluster Summary (=] Cluster Groups ||g Plot Clusters |E Summary |

See also

Preparing charts for output@
Printing charts

Exporting charts[153

Zooming on charts[i58
Themes for graphs@
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10.2.2 Cluster Groups

This grid itemises the cluster to which each sample has been assigned.

In this example the samples are labeled 1981, 1982 etc... Both 1981 and 1983 have been assigned
to cluster 3.

e R i - BT ¥ ) TR O Ry o

-
o

To print this output use File: Print.

10.2.3 Cluster Summary

This grid gives the Sums of Squares and the number of samples or objects allocated to each cluster.
The example below is from an analysis of the Romano British pottery data set, where 3 clusters
were specified.

Results - Clustering

Ll

96335
719166
148815

1.408E006
0
2.48{y2E008

139100
935204

1.55488E006
0

o I U S IR« U Y B X R, B % B

To print this output use File: Print.
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Similarity and Distance Measures

Choose the similarity measure you wish to calculate from the Similarity drop-down menu. The
calculations will appear on the Similarity tab at the bottom of the program window. For ease of use,
the program will highlight sites with similarity above a certain lewvel. You can set this level by entering
the number in the Set threshold level box at the bottom of the page.

The similarity measures used.

These are simple measures of either the extent to which two habitats have species in common (Q
analysis) or which variables (species) have habitats in common (R analysis ). Binary similarity
coefficients use presence-absence data; following the introduction of computers, more complex
quantitative coefficients became practicable. Analysis of quantitative, rather than presence-absence,
data with a binary method may report a perfect similarity between every sample/site in data sets
(such as the Romano British pottery demo data set) in which each variable is present in every
sample.

Both groups of indices can be further divided between those which take account of the absence from
both communities (double zero methods) and those which do not. In most ecological applications it
is unwise to use double-zero methods as they assign a high level of similarity to localities which
both lack many species; a problem which becomes particularly acute in habitats which have a
potentially extremely large species list, such as the marine benthos.

A good account of similarity and distance measures is given in Legendre & Legendre (1983)h73)
Because of division by zero problems for some data sets not all measures can be calculated. When
a division by zero error would occur CAP gives an index of -99.

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent c d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

Binary - double zeros

Simple matchingft1h

Rogers_Tanimoto[112
s3fuf

saud
SR
sehd

Binary - no double zeros
Jaccardsi14)

Sgrensen[11A

S9fid)

s10f1d

Russel & Raoli18)
Kulczynskil18)

s13[1d

Ochiaift1?7

Copyright 2019, PISCES Conservation Ltd




111 Community Analysis Package 6.0

Quantitative

Q1A
Q2f1d)
Steinhaus|[119)

Kulczynski-gguantitativem

Distance measures
Euclidean[t18
Mahalanobis [122)
Averagem
Chord[113
Geodesic[120)
Manhattan[120)

Mean character difference[129)
Whittakerf2h
Canberraf2h
Bray-Curtileh

Squared chordf2h
Renkonen[122)

11.1 Simple matching

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent C d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

Simple matching similarity is (a+d) / N.

Note that this measure gives equal weighting to double zeros and species which are present in both
samples. This is rarely useful in ecological studies.

11.2 S3

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent C d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.
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This measure is calculated using:

(2a+2%a+ b+c+2d)

Rogers_Tanimoto

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent c d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

This measure is calculated using:

(a+%+2b+20+d)

S4

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent C d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

This measure is calculated using:
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11.5

11.6

(a+%+c)

S5

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent c d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

This measure is calculated using:

(%) (3w (% )+ (% a)]

S6

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent C d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

This measure is calculated using:
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(ary(a+b)(a+c))(d/|f(b+d)(c+d))

Jaccards

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent C d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

This measure is calculated using:

;%;+b+c)

Sgrensen

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent C d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

This measure is calculated using:

%%éa+b+c)
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11.9 89

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent c d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

This measure is calculated using:

?7(3a+b+c)

11.10 S10

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent C d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

This measure is calculated using:

%a+ 2b+2c)
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Russell & Rao

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent c d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

This measure is calculated as: a/N

Kulczynski

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent C d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

This measure is calculated using:

%b+c)

S13

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent C d

where the number of species present in both samples is a, the number of species present in sample
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1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

This measure is calculated using:

Yl (%a0)*(%asc)

11.14 Ochial

For measures of similarity between samples based on species presence-absence, the observations
can be summarised in a simple frequency table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent C d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

This measure is calculated using:

a//(a+b)(a+c)

11.15 Q1

This is simply the agreement (number of variables or species which have the same abundance in the
two samples) divided by the total number of variables or species.

Example: Ten species at two sites:

Site 1 Site 2 Agreement
Sp. 1 1 3 0
Sp. 2 4 4 1
Sp. 3 6 9 0
Sp. 4 22 23 0
Sp. 5 7 7 1
Sp. 6 5 5 1
Sp. 7 5 2 0
Sp. 8 8 4 0
Sp. 9 9 9 1
Sp. 10 10 1 0
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4

Q1 = 4 agreements/10 species = 0.4

11.16 Q2

This is similar to Q1k17 but takes account of double zeros. It is calculated as agreement divided by
the total number of species minus the number of double zeros.

Example: Ten species at two sites:

Site 1 Site 2 Agreement
0

wn
©CO~NOOUNWNPR
AV OUO~NNO AR
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=

o
O rORrRPFPRPFPROOPR

Q2 = 5 agreements/(10 species - 1 double zero) = 0.555

11.17 Kulczynski-Quantitative

Using the same nomenclature as for the Steinhaus coefficient(118) this measure is given by:

ZIVARYA
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11.18 Steinhaus

There is some confusion in the literature as to the correct name for this distance measure. It is
attributed to Steinhaus by Motyka (See Legendre & Legendre, 1983) and is also called the Mean
Character Difference (the name used by CAP).

For two samples the distance is given by:
2N
(A+B)

where w is the sum of the minimum abundances of the species in the two samples, A is the sum of
species abundance in sample 1, and B is the sum of species abundance in sample 2.

11.19 Euclidean

This is the most commonly-used metric distance measure. If s;; and s, are the abundances of
species i in samples 1 and 2 respectively, then the Euclidean distance is:

i=n

(31_32)2

i=1

where n is the total number of species (variables).

11.20 Average

This is a variant on the Euclidean distancel119 given by:

Notation as for the Euclidean measure113),

11.21 Chord

This is a Euclidean distance[118 measure after normalisation of each sample vector to unit length.
Thus, differences caused by the relative magnitudes of the number of individuals (counts) in each
sample are remowved from the comparison.
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J;sf;sf

2|1-

11.22 Geodesic

This is related to the Chord distance[118), as follows:

2
D

D, = arccos|1 - —
.

where D3 is the Chord distance.

11.23 Manhattan

This measure is also known as the taxicab or city-block metric and is calculated as follows:

i=n
2ls

i=1

i1 T :4‘
where sil and si2 are the abundances of species i in samples 1 and 2 respectively.

11.24 Mean Character Difference (Czekanowski)

This is the mean species difference:

1 i=n
_S "ffl o 5:'2|
ey

where sil and si2 are the abundances of species i in samples 1 and 2 respectively.

120
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11.25 Whittaker

Whittaker's index of association is designed for species abundance data, as the abundance of each
species in a sample is expressed as the fraction of the total number of individuals in the sample. The
distance measure calculated by CAP is the complement of Whittaker's association index and is

given by:
sy sy
-~ |i=n i=n
il gl
i=l i=l

where sil and si2 are the abundances of species i in samples 1 and 2 respectively

11.26 Canberra

Lance & Williams (1967) introduced this variant of the Manhattan metric calculated as follows:

|S:1 :2 |
: : (,+5;5 )
where sil and si2 are the abundances of species i in samples 1 and 2 respectively.

11.27 Bray-Curtis

This measure is also termed the percentage difference, and is related to the complement of the
Steinhaus 113 similarity measure. It is calculated as follows:

i=n
T“ _ ‘
281 78

i=1
i=n

N '
pCARTY
=1

Using the same notation as for the Steinhaus method this equates to 1 - 2W/(A + B)

11.28 Squared Chord Distance
This distance measure is popular with paleontologists and in studies on pollen. It is defined as:
i=n

=535 -5

[y
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11.29

11.30

122

where X, is the number of observations for species i in sample x and y; is the number of observations
of species i in sample y.

Mahalanobis distance

This distance measure was designed by P. C. Mahalanobis in 1936172\ It differs from Euclidean
distance in that it takes into account the correlations between variables in the data set and is scale-
invariant.

It is defined by the equation:

= uH yl sl )T and covariance matrix 3 for a multivariate vector x = (X,,X,,X,,...,X.)"is defined
as:

D, = \/(X—ﬂ)T S (x-u)

where x and | are the two vectors of variables between which the distance is measured and stis
the inverse of the covariance matrix between the variables.

If the covariance matrix is the identity matrix, the Mahalanobis distance reduces to the Euclidean
distance.

See PCA -Cor -Outlier R[183 and PCA - Covar - Outlier R[198) if you wish to use the Mahalanobis
distance to test for outliers following a PCA

Renkonen

The percent similarity or Renkonen index is defined as:
i

S :me( Pui» pz,i)
1

where pl,i is the frequency of species i in collection 1.

This measure of sample similarity is considered one of the best quantitative similarity coefficients
because it not heavily influenced by sample size and species number.
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Association analysis

The association between species (rows) in the working data is shown by selecting Association: Chi
squared from the drop-down menu. For each species pair, the contingency table of presence/
absence is used to calculate a Chi-squared value. For measures of similarity between samples
based on species presence-absence, the observations can be summarised in a simple frequency
table:

Sample 1
Species Present Species Absent
Sample 2 Species Present a b
Species Absent c d

where the number of species present in both samples is a, the number of species present in sample
1 but missing from sample 2 is b, the number of species missing in sample 1 but present in sample
2 is ¢ and the number of species missing from both samples is d. The total number of species, N, is
therefore a+b+c+d.

The Chi-squared value for each contingency table is calculated in the normal fashion using the
Yate's correction for small numbers of observations.

The Chi-squared values are presented in a grid displayed by clicking on the Chi-squared tab, with the
following display conventions:

1. Chi-squared values which indicate a significant degree of positive or negative association between
the species at the 5% lewel are shown in bold.

2. Positive associations are displayed in blue, and negative associations as negative numbers in red.
3. If either of the two species is present in every sample the contingency table is meaningless; N/A
is displayed.

Please note that association analysis will give misleading results if the data comprise many zeros
caused by low sampling effort, rather than true species presence/absence.
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S ovommions o

Eile Edit Ordination Twinspan Clustering Similarity Association Group tests  Experimental Compare

Results - Assodation
Sprat ng GobySand  |Hemng |Fipefizh Greater | Pipefizh Nillzon's

Sprat Significant negative association
T at the 5% level between zand
goby and whiting.

Sale [Daver zole)

| nA
MfA | 0.1323529 | 0.1323529 MfA

[ Significant
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MfA | -1.6213235

azsociation. | MjA 17578125 | 0.1825299

M/A | 3.9B61592 -3.9861592 N/A 0,1323529 0.0550038 -1.6213235
N/A | 16213235 | -1.6213235 | NfA 1,7578125 Chisauared anabsi 0,4394531
MfA |-3.9861592 -3.9861592 N/A 0.132352g | hot applicable as this | 5213735

species was present
Mfa | 0.4726891 | -0.4726891 MfA 1.9687500 i esvery sample. 0100446

NiA | A NJA N/A N/A N/A N/

N/A | 0.8470588 | 0.8470588 ~NfA | 0.4500000 & 0.1870130 -0, 1125000
N/A | 0.0000000 | 0.0000000 @ N/A | 2.2500000 0.0000000 | 0.5625000
NfA | 0.0550038 NfA | 14318182 | 0.5950413 1.2345779
NfA | 0.8470588 @ -0.8470588 | N/A | 0.4500000 0.1870130 -0. 1125000
NfA | 00550033 | 0.0550038 @ N/A | -0.0292208 | 3.1087873 0.1826299

& 09oeno 000 rarrni

File Edit Ordination Twinspan Clustening Similarity  Assocciation  Group tests  Expenimental Compare

Results - Assodation
Sprat Significant negative aszociation

at the 5% level between zand
goby and whiting.

| na MA
MfA | 0.1323529 0.1323529 M/fA

I Significant
M/fA | 0.0550033 positive MfA 0.0292208
M/A | -1.6213235

aszociation. | njA 17578125 | 0.1826299

MfA | 3.9B61592 | -3.9861592| N/A 0.1323529 0,0550038 -1.6213235
N/A | 16213235 | -1.6213235 | NfA 1,7578125 Chisauared analysi 0,4394531
NfA |-3.9861592 -3.9861592| N/A 0.1323529 | nat applicable az this | 5213235

SpECies Was present
N/A | 0.4726891 | -0.4726891 | NfA 19687500 in esvery sample. 0100445

NfA | MfA A hifA MNSA MfA A

MNfA | 0.8470588 | 0.8470588 | NjA 0.4500000 | 0.1870130 -0, 1125000
MIA . 0.0000000 | 0.0000000 . NfA 2,2500000 0.0000000 - 0.5625000
MIA | 0.0550038 NfA 14318182 | 0.5950413 1.2345779
Nf& | 0.8470588 | -0.8470 588." NS& 0.,4500000 0.1870130 -0, 1125000
Nf& | -0,0550038 | 0.0550038 | NfA -0.0292208 . 3.1087373 0.1326299
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Group Tests

Samples must be allocated to groups[s37 prior to running a Discriminant Analysis[13], Analysis of
Similarity[128 or SIMPER analysis 123

This menu allows you to:

(1) undertake an Analysis of Similarity (ANOSIM|[128),

(2) identify those species which most contribute to the similarity (or dissimilarity) between samples (
SIMPER[123), and

(3) undertake a Discriminant or Canonical Variates Analysisfsh.

ANQSIM |
SIMPER ‘

Discriminant Analysis

For video demonstrations see the Help: Guides: Grouping from Form.

Why does CAP allow you to assign samples to groups? You might for example allocate a series of
samples to polluted and control groups, or in a benthic study, to different physical conditions such
as mud, sand and gravel substrates. In another type of study you might want to define as a group all
samples that held a species of particular interest.

By allocating samples to groupsl?ﬁ you can show the different groups in ordination plots and other
graphs.

For example, in the hinkley fish.csv example dataset supplied with CAP, the species of fish caught
in different years are grouped as pre- and post-1986. If a PCA is run on these data the two groups
can be clearly seen to cluster around different positions within the ordination space. Note that the
data were square-root transformed to get the clear result shown.

PCA Plot - Covariance - hinkley fish.csv - square root transformed
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Once samples have been placed into groups you can test if the similarity of samples within each
group is greater than the similarity that would occur by random chance, using ANOSIM[128) or you
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can undertake a Discriminant Analysis 13},

Analysis of Similarity (ANOSIM)

To undertake this test you must first have defined the group membership of the individual samples
(see Allocating samples to Groups|53Y).

This test was developed by Clark (1988, 1993)[173 as a test of the significance of the groups that had
been defined a priori. The idea is simple; if the assigned groups are meaningful, samples within
groups should be more similar in composition than samples from different groups. The method uses
the Bray—Curtileh measure of similarity. The null hypothesis is therefore that there are no
differences between the members of the various groups.

Clark (1988, 1993)[172) proposed the following statistic to measure the differences between the
groups:
Ty ~Tw

min-—10i4

where

"W are the mean of the ranked similarity BETWEEN groups and WITHIN groups respectively
and n is the total number of samples (objects).

Fa.

R scales from +1 to -1. +1 indicates that all the most similar samples are within the same groups. R
= 0 occurs if the high and low similarities are perfectly mixed and bear no relationship to the group.
A value of -1 indicates that the most similar samples are all outside of the groups. While negative
values might seem to be a most unlikely eventuality it has been found to occur with surprising
frequency.

To test for significance, the ranked similarity within and between groups is compared with the
similarity that would be generated by random chance. Essentially the samples are randomly
assigned to groups 1000 times and R calculated for each permutation. The observed value of R is
then compared against the random distribution to determine if it is significantly different from that
which could occur at random.

If the value of R is significant, you can conclude that there is evidence that the samples within
groups are more similar than would be expected by random chance.

The layout of the ANOSIM results is explained below:
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13.2

{I= CAP Demo 5.0.0.444 - Hinkley fish

File Edit Ordination Twinspan Clustering Similarity Association Group tests Experimental Compare Help

I r 7 { [ [ [ [ [ [

0.740023 This area gives an overall result for all the
groups together. [t tells you whether. in total,
0.001 the samples within groups are mare similar to
0.1 For the groups to be significant each other than the zamples in different
[within group similarity greater groups.
1000 than between group similarity] P
1 muszt be less than 0.05. |n this
example the groups do reflect
real differences between the
zamples.
: ]
2nd Group Permutations | Perms. done | P Value | Lewvel % Mo >=CObs Sample Stat. These are the results from comparisan of
everny combination of 2 groups.
Caldicot (2) 120 120 0.291667 | 29,1667 35 0.0833509
Island Tharns (5) 11628 1000 0.001 The Llanederyn samples are different from the
Ashley Rails (5) 11628 1000 0.001 0.1 Izland Thorre samples (P=0.001]
Island Thorns (5) 21 21 0.047618 | 4.7519 i i
Ashley Rails (5) 21 21 0.047619 | 4.7519 i i
Ashley Rails (5) 126 126 0.757937 | 151.587 191 -0.084

The lzland Thoms and Ashley Raile zamples are
not significantly different from each other.

Samples
Sample 1 Sample 10 | Sample 11 Sample 12 | Sample 13 Sample 14 Sample 2 | Sample 3 Sample 4| Sample 5 Sample 6 Sample 7| S
Sample 15 Sample 16

Sample 17 Sample 18 | Sample 19 | Sample 20 | Sample 21 Thiz gection lists the zamples in each

Sample 22 Sample 23 | Sample 24 | Sample 25 | Sample 26 Sl -

Raw Data | Working Data | Grouping | Similarity | ANOSIM Resu]z Summary

Similarity Percentages (SIMPER)

To undertake this test, you must first have defined the group membership of the individual samples
(see Allocating samples to groups|[s3).

This analysis breaks down the contribution of each species (or other variable) to the observed
similarity (or dissimilarity) between samples. It will allow you to identify the species that are most
important in creating the observed pattern of similarity. The method uses the Bray-Curtisfi2])
measure of similarity, comparing in turn, each sample in Group 1 with each sample in Group 2. The
Bray-Curtis method operates at the species lewvel, and therefore the mean similarity between Groups
1 & 2 can be obtained for each species.

In the following example, using the Romano British pottery.csv data file, the data have been divided
into 3 location groups.

The SIMPER results for the SIMPER Within tab shown below indicate that Al (aluminum) is the
variable that contributes the most to the within-group similarities at every site.
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sy N B
{= CAP Demo 1.0.0.0 - Romano British pottery Elﬁlg

File

Results - SIMPER simila

Edit Ordination Twi

r' b il i Association Grouptests  Experimental Compare Help
The average similarity
between group
members, bazed on
the: Bray-Curtis similarity I
measure, is 91.63%. Each group is considered in turn. For D
the Llandern group it iz Al [aluminiunm]
which contributes moszt highly to the
similarity between group members.

Ave, Abund | Ave. Simil | % Contribution | Cumulative %
12.5643 | 48.4685 52.7304 52.7304
6.3721 24,5102 26.6907 e z
Aluminium contributed

48264 17,3518 13,9083 98 about 53% to the tatal
similarity, follovwed by
iron [Fe) at about 27%,

Average 5im | 98.9444

Ave, Abund | Ave. Simil | % Contribution | Cumulative %

11,7000 54.4218 55.0024 55.0024
5.4150 25.2874 25.5571 80,5595
3.8550 17.6871 17.8758 98,4353

Average 5im | 93.5323

Ave, Abund | Ave. Simil | % Contribution | Cumulative %
18,1300 83.0652 88.8091 88.8091
1.7120 7.0503 7.5379 96,3470

i
[ tiRaw Dats [ 5 Working Data | 5 Grouping =5 SIMPER Wiithin [ SIMPER Between |} Summary |
:

Below, the results for the between-groups analysis is shown (SIMPER Between tab). There is one of
these results panels for each pair-wise combination of groups. Note that on this panel it is actually
the dissimilarity that is displayed.
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13.3

{= CAP Demo 1.0.0.0 - Romano British pottery — —
File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare Help

Results - SIMPER dissimilarity between groups

=R

Thiz tab dizplaps the DISSIMILARITY i
L between pairs of groups. It shows the L
wvanables which contribute most to
the observed dizsimilarity.
Llanederyn Caldicot
Ave Abund Ave Abund  Ave Dissim | % Contribution  Cumulative %
12,5643 11,7000 2.8000 1___34.7566 34.7566
6.3721 5.4150 24419 29.2669 For the comparison between Llanederyn and
4.8254 3.8550 23532 28.2051 g Caldicot, the greatest dissimilarity i
’ ’ ’ . generated by Al [alumirium).
Average Dissim 32,9977 -
For the comparizon between the Llandenn
and lzland Thorns groups. the average
Uanederyn | Island Thorns dissimilarity between samples is about 33%.
Ave Abund Ave Abund | Ave Dissim | % Con T COmMOEOveE s
12,5643 18,1300 12,5968 38.1749 38.1749
6.3721 1.7120 10.3338 31.3167 69,4916
4.8264 0.6740 9.2333 27.9815 97.4731
Average Dissim 32.4586
. For the comparizon between Llandenmn
Llanederyn | Ashley Rails ~ and Ashley Rails. the greatest
Ave Abund Ave Abund | Ave Dissim | % Contributio dissimilzrity is generated by Fe (iran)
6.3721 1.5120 11,0592 0718 34.0718
12,5643 17.3200 10,9722 33.8030 07.8754
4.8264 0.6080 9.6197 29.6368 97.5122 i

R Dtz workng oo i ool s vt

SIMPER Between | [ Summary

Discriminant Analysis

Discriminant analysis, or canonical variates analysis, is a standard method for testing the
significance of previously-defined groups, identifying and describing which variables distinguish
between groups, and producing a model to allocate new samples to a group. DA allows the
relationship between groups of samples to be displayed graphically. A key goal of a discriminant
analysis is to produce a simple function of the variables to classify the objects to their correct

group.

DA is closely related to multivariate analysis of variance (MANOVA). It provides information on the
relative importance or contribution of each variable to the group structure and produces a method to
allocate new obsenations to a group. To use DA you must allocate samples to groups[53). For video
demonstrations of how to group samples see the Help: Guides: Grouping from Form and Help:
Guides: Grouping from Plots.

Some data sets simply will not work with a Discriminant Analysis, if there is low (or zero) variability
in the samples/sites, or if there are close correlations between sites or variables. The program will
show two error messages; the first shows where in the data set the problem lies:
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™ THE

Singular matrix in Lower-Upper Decomposition routine - Zero
I Surmn of Celurmn 3 I

while the second states that no analysis is possible:
-
R e

@ Could not calculate the determinant.
M Mo analysis possible

See also:

Eigenvalues - DA[133

Discriminant Function Coefficients 133
Fisher's Discriminant Functions[i33
Group Centroids -DAR33

Significant tests - DA[138)

Plot- DAR3A

Dispersion Matrices[13%

Coordinates- DA138)

Predictive Validation[138

13.3.1 Eigenvalues - DA

The Eigenvalues tab screen displays the eigenvalues for the discriminant functions and the
correlation between the discriminant scores and the group membership variable. See Printing and
exporting text[168 to save or print this table.

-ECAPD&mLD.I].I]—[rise_

File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare |

200 | [ | | | |

Eigenvalue Proportion Canonical Correlation | Chi-Squared | D.F. | Prob.
1.0000 | 32.1919 0.9912 0.9343 544.2386 | B.0000 |0.0000

2.0000 0.2354 0.0033 0.4712 35,4041 3.0000 0.0000

Eigenvalues measure the amount of variance in the grouping variable explained by the predictors in
the discriminant function. There is one eigenvalue for each discriminant function, so if you only have
two groups there will only be 1 eigenvalue, which will account for 100% of the explained variation.
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The discriminant functions are arranged in terms of their discriminatory power so that the first has
the largest eigenvalue. The ratio of the eigenvalues for each discriminant function measures the
relative importance of each function in discriminating between the groups. In the example abowe, for
example, the largest function (eigenvalue 32.1919, proportion 0.9912) has by far the greatest power
to discriminate between the groups.

Proportion is the fraction of the total sum of the eigenvalues represented by any one eigenvalue.

Canonical Correlation is a measure of the association between the groups and those defined by
the discriminant function. If there are two groups, then the canonical correlation is the Pearson
correlation between discriminant scores and the group membership variable (eg group 1 = 1, group 2
= 2 etc.). It measures the usefulness of the function in discriminating between the groups. A value of
zero indicates no relationship and no discriminatory ability. A value of 1 indicates that all the
variability in the discriminant scores for objects is generated by a single discriminant function.

Chi-squared is the test statistic for the significance of the observed canonical correlation.
D.F. is the degrees of freedom for the Chi-squared test statistic.

Prob. is the probability that a correlation of the size observed could be generated by random
chance.

13.3.2 Discriminant Function Coefficients

The Disc. Func. Coef. tab presents tables for the raw and standardised discriminant function
coefficients. The raw coefficients are used in the linear discriminant functions with the observations
to generate the score used to allocate to group. The standardised discriminant function coefficients
are used to compare the relative importance of the variables to the generation of the discriminant
score. The greater the magnitude of a standardised coefficient, the more important the role in the
discriminant function.

{= CAP Demo 1.0.0.0 - Irises

Eile Edit Ordination Twinspan Clustering Similarity Association

E

Results - Discriminant Function Coefficient

SELELEE Function 1| Function 2
e el -0,4270 0 0.0124
zepal width -0.5212 | 0.7353
0.9473 -0,4010
petal width 0.5752 0.5310

See Printing and exporting text[168 to save or print this table.
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13.3.3 Fisher's Discriminant Functions

There are many ways in which the classification of the samples can be accomplished. Fisher's
discriminant functions is the simplest method.

To assign an object to one of the pre-defined groups, we use the classification equations generated
by DA to give a score for a sample. These equations have the form:

C,=cCjp+C X, +Cp X, +....C ), X
where cj is a classification function coefficient, jis the group and p the number of variables.

Fisher's discriminant functions give the coefficients, c, in the above equation.

{= CAP Demo 1.0.0.0 - Romano British pnttequ _1

File Edit Ordination Twinspan Clustering Similarity Association Gr

Results - Fisher's Linear Discriminant Functions

8.9268
10.6609 -2.6172 -2.4559
0.8383 1.3914 0.8150
146.3554 | -23.3737 -5.9440
-16.3109 | -18.5339 -18.7593
GGEENY -75.0722 | -73.0069 | -78.5687 -71.2457

Using the example abowe, from the Romano British pottery demo data set, the functions for each
group are:

Caldicot:
Ceq = —76.217+3.73X  +11.17 X, +0.84X,,, +155.68X, +—17.22X

Llanederyn
Cya = —80.81+3.75X , +1L.75X ., +4.17X,,, +85.62X, +8.73X,
New Forest

Cye = —75.29+8.75,, — 2.52X, + 0.7X,,, —1.49X, —19.67X,

A sample is allocated to the group for which it has the highest classification score.

For example, a sample with 14% Al, 7% Fe, 4% Mg, 0.1% Ca and 0.5% Na gives

C.q =—76.217+3.73x14+11.17X7 + 0.84x4 +155.68x0.1-17.22x0.5
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SO

C. = 64.511
and in similar fashion

C,, =83.547

C.c = 22.286

This sample is therefore allocated to the Llanederyn group, as it has the highest score.

13.3.4 Group Centroids - DA

The Group Centroids tab tabulates the mean values (centroids) of the discriminant functions for
each group. To have groups that are clearly different, the means need to be spaced well apart.

-

{= CAP Demo 5.0.0.465 - Irises L= | O [t
File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare Help
Results - Group Means of Discriminant Functions

-7.608 0.215
1.825 -0.728
5.783 0.513
Raw Data |Working Data |Grouping |Egenualues |D1'sc. Func. Coef, |H5her's Disc. Func. |Gro|_.|,p Centroids
Sig. Tests |P|ot |D|'spersion Matrices |SitE Coordinates |Precﬁcﬁve Validation |SL.|n'||'r'|ar1,|r |

See Printing and exporting text[168 to save or print this table.

CAP also plots these centroids; see the plot below:
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Discriminant Plot - Irises
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13.3.5 Significance tests - DA

This tab presents the results of a number of standard tests in a Rich Text box.

Wilks' lambda is used to test the significance of the discriminant function as a whole. Generally,
you will want a probability less than 0.05, as this indicates a rejection of the null hypothesis at the
5% lewel that the groups have the same mean discriminant function scores. If the groups have
different scores, then the model is discriminating between the groups.

DF is the degrees of freedom for Wilks' lambda.

Prob is the probability that the groups have the same discriminant scores.

Pillai's trace is a second owerall test for a significant ability to discriminate between the groups.
Bartlett's Test of Sphericity tests if the variables are uncorrelated. If this is the case then the
correlation matrix will be an identity matrix. The null hypothesis is that the correlation matrix comes
from a population in which the variables are noncollinear (i.e. an identity matrix) and that the non-
zero correlations in the sample matrix are due to sampling error. For a successful discriminant
analysis you need to be able to reject the null hypothesis.

DF is the degrees of freedom for the Bartlett's test.

Prob is the probability that the variables are all uncorrelated.

Press Ctrl-Alt-C, or Edit: Copy All, to copy the entire text of this output. To copy a selected portion,
select the text you require, and press Ctrl-C on your keyboard, or Edit: Copy.
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13.3.6 Discriminant analysis plot

This window plots the discriminant scores for each sample, and also the centroid for each group.

= CAP Demo 1.0.0.0 - Irises [ e
File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare Help
[ [ ]
MilSmME A% T s
Choose to Plot « T g
bl Discriminant Plot - Irises
() Both () Centroids 35 ¥ m Centroids
oy 4 ¥ @ iissetoss
@ MNome! O Samples ) ¥ v & Iris versicolor
i 25 1%, 4 W W Iris virginica
Plot % 2 'Y
= Select which Legend tick
@ ® a
9) Both ; aspects of the 1.5 ® ¢ boxes allow pou
© centroids plat and labels : @ ° to switch
() Samples ta show. L components of
o5 the plat on or off.
5
o 0
c
nd
L .05
A
-1.5
Locate the -2 .
poszition of a
particular point -25
ar the chart. 3
Find Point
-39
1
Choose o Plok Choosewhich | 12 10 -8 € -4 =2 0 2 4 6 8 10
dizcriminant Function 1
functions to plat.
Axes to Plot l’_l—
|=|5ig. Tests ||L,.5 Plot = | Dispersion Matrices |_: Site Coordinates =-| Predictive Validation Summary
[ Raw Data |ﬁWorkjng Data |ﬁ Grouping | Eigenvalues - Disc. Func. Coef. | Fisher's Disc. Func. Group Centroids

The Label radio box is used to select labelling for the samples.
Select: Both to label centroids and samples.
Centroids to show the group name of the centroid.
Samples to show the sample names.
None to remowe labels from the plot.

The Plot radio box allows the selection of centroids and samples for plotting.

The axes displayed in the plot are selected using the Plot x Axis, y Axis z Axis drop-down boxes on
the Axes to Plot tab. The default is axis 1 and axis 2, which will display the relative positions of the
samples using the scores for the two functions with the largest eigenvalues.

In two-dimensional plotting it is also possible to draw a perimeter lineli61l around the members of
each predefined group.

See also

Preparing charts for output@
Printing charts

Exporting charts(153

Zooming on charts[153
Themes for graphs[i67

13.3.7 Dispersion matrices - DA

Select the Dispersion Matrices tab to view the covariance matrices. The Total, within-group and
between-group covariance matrices are all presented on the same grid. See the key at the bottom of
the grid to distinguish between the 3 matrices. The between-group covariance is simply the
difference between the total and within-group covariance.

Copyright 2019, PISCES Conservation Ltd



13.3.8

13.3.9

Group Tests

138

{= CAP Demo 5.0.0.465 - Irises =™

File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare Help

Results - Covariances
al leng petal length | petal width

-0.042 1.274 0.516
0.093 0.168 0.038
. 135 1197 0.478

0.150 -0.330 -0.122
0.115 0.055 0.033
0.075 -.385 154

[ -0.330 3116 1.296
0.055 0.185 0.043
0. 385 2931 1253
.12z 1.296 0.381

0.033 | 0.043 0.042
0. 159 1.253 0.539
Total Covariance Matrix

within Group Covariance Matrin
Behween Group Covaniance Matrix

Sig. Tests Plot
RawData  |Working Data |Grouping  |Eigenvalues | Disc. Func. Coef. | Fisher's Disc. Func. | Group Centroids

See Printing and exporting text[168 to save or print this table.

Site Coordinates - DA

The Site Coordinates tab holds the score for each sample (object) for each discriminant function.
These are the values that are plotted[137,

-

Results - Coordinates

See Printing and exporting text[168 to save or print this table.

Predictive Validation

The Predictive Validation tab compares the pre-assigned (original) group membership of a sample or
object with the membership assigned by discriminant analysis. This will show you to what extent the
discriminant functions are able to produce a classification corresponding to that originally given to
the samples.
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File Edit Ordination Twinspan Clustering Similarity Association

=

Results - Predictive Validation

the flovwers ariginally
clazsified az lriz

verzicolor were clazsified

by DAy &z iz virginica.

0.0000 43.0000

0000

0.0000 2.0000 0000

Total 50.0000 50,0000 | 50,0000  147.0000 & 98.0000

See Printing and exporting text[168 to save or print this table.
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Variable Filtering

Variable filtering is a novel ordination method deweloped by Peter Henderson and Richard Seaby of
Pisces Conservation Ltd. In earlier versions of CAP it was called Species filtering, howewver since the
variables are not inevitably species, its name has been changed to reflect this. The description below
refers throughout to 'species’, but plainly the variables could consist of any other suitable entity.

The utility of the method is yet to be assessed, but we believe that it has many useful features. In
particular, it produces a 2-dimensional ordination of the sites that has a clear biological interpretation
in terms of the species present in each sample. Our objective was a final result that would produce
an ordination of sites with the greatest possible discrimination of sites along axes that allowed
simple ecological interpretation. Ideally the method would work for both presence/absence and
guantitative abundance data.

The method ordinates the sites in a two-dimensional space. The first dimension is an ordination in
terms of species content and the second is simply a plot of the number of species present. The key
feature is the unique way in which the sites are ordinated along axis 1. This will be described in
detail below.

Imagine a sieve that allowed all the samples that did not hold a species to pass through it, but
retained those samples that contained the species. We term such a sieve a negative filter. In
contrast a filter that will only allow samples containing a particular species to pass through would be
a positive filter. Now consider a series of species sieves placed in line so that progressively more
and more of the samples are retained. To produce a useful ordination we need a set of rules that will
determine which species should be used as sieves and in which order the sieves should be placed.
The proposed rules are quite simple.

1. Species present at all sites are excluded. This is because they cannot be used to
differentiate between sites.

2. When two or more species have the same pattern of occurrence at the sites a
single sieve represents them all.

3. The order of sieves should be that which will produce the most even distribution of
sites along the axis.

Rule 3 is the key feature that will lead to a useful ordination, and in practice is more difficult to
discover than you might suppose. The possible arrangement of species filters will increase factorially
with the number of species present so that even with quite a modest species number it is impossible
to consider the merits of all possible combinations. The solution to this problem is to use a
numerical method termed annealing to seek an optimal solution. While the search for a good
solution requires considerable computation, our experience suggests that even with quite large data
sets a useful ordination is created within 2 to 5 minutes.

When using a negative filter, which we recommend, the final ordination along the first axis will tend
to arrange the sites (samples) in a clear and quite particular order. Starting from the left the sites will
initially be characterised by their presence of rare or unusual species. At the opposite end of the
axis will be sites that only hold the most frequently present species. Sites at the left end of the
ordination can be classified into two groups, those that contain both infrequent and frequent species,
and sites that hold only infrequent species. Sites that hold both will tend to have higher species
richness than those that only hold rarer forms, and this immediately suggests that the second axis
should simply be the total number of species in the sample.

Annealing works by taking an initially, possibly arbitrary, arrangement of the species and changing
this arrangement in a manner that will make it more likely that any superior order will be accepted.
There are two types of change allowed. (1) A randomly-chosen length of the species sequence is
removed and replaced at a randomly-chosen site or (2) the order of a randomly-chosen length of the
species sequence is reversed. When any such change is made a test is undertaken to see if the
new arrangement produces a more even distribution of the sites. If it does, the new arrangement is
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accepted. The temperature comes into play by allowing possibly inferior arrangements to be
accepted. The higher the temperature the more likely this is to occur. The reason for this feature is
that it tends to allow the program to find a global optimal solution and not become trapped by a local
minimum. The higher the temperature the more likely an inferior arrangement is likely to be
accepted. Annealing proceeds by a steady and gradual reduction in temperature.

The first axis therefore consists of a series of species, which are labelled on the output. These
species are the key members of the community, whose presence or absence can be used to
distinguish between sites. The plot below shows the result of a variable filter analysis of the Hinkley
fish demo data set:
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I 1 - -
RiemE ~~mmPEs A7 F
Variables Filter Plot - Hinkley fish
50
48 1908
46 19.99 -
I 44 1995
u 2005 1954
- 42 19583 2000 2002 -
o * - g b= 20 1959
=] 1988 2005 18984 2004 - 2011 -
£ 4 1gan 1997
5 # o ] ]
E 18 o 9%
£ 8 2007
[m]
T 36 1982 2010 19585
_E - 1981 - 1960 . 1987
34 ] [ ]
2 2009 - 012
. ] ]
30
25
_ - = _ = | o ] i _ _ _ i o =
2 2 < 8 % § 2 2w g ZyoOEOEOGFoEo: g
5 4 4 £ § E 5 & ¢ 3 %8 g = T g % O i)
z £ n @ s & E S & [ 2 % w = o @ -
[=] = o = E = T 2 il o [~ = = [} ] = 5 2
£ & & B 5 § £ B 2 3 2 T E &® ¥ § & &
o8 o 5] W T 2 5 = E ° = [ @ = +H
W b o i) W > = 7] 9 m B = = 3 w c
2 & ®w ¢ Z E & © 2 £ w® § F £ Z 2
[= = = '_ = i o W@ £ = o = 0 o £ o
e 5 5 =» Z2 B 5 £ & 1w ] o £ @
£ g § Z 2 2 % 5 & 5 T & Z
o S w &= i) [ ]
E E 2 =] & o B E =
w c 5 = o o [
= [ wi [ ] =
= = = =]
3] 53 2z
T
[=R
-
T
“ariable Fiter
[ Raw Data | ] Working Data ﬁGroupingFilters ||@Filter F‘I.::tlﬁSummar]-I
|

Copyright 2019, PISCES Conservation Ltd



143 Community Analysis Package 6.0

14.1 Variable Filtering - Setup

When variable filtering is selected, you are initially presented with an options screen which can be
used to tune the annealing and also select key features of the filter options.

i "
A enalle: Pl Bk EEE
g Setup

Annealing options

Iterations [ Temperature Step 300

Filter Options

Ok

Annealing options:
Iterations / temperature set — This option sets the maximum number of rearrangements of the

species filter order that will be attempted at each temperature.
Successes per Temperature Step — This option determines how many superior arrangements
in the species order will be found at each temperature before the temperature declines.
Starting temperature — The higher the initial temperature the more mixing of the species order
will occur. In practice a temperature above 100 (boiling point) will be unlikely to be useful.
Proportional decrease in T per Step — This option should be less than 1. A value of 0.2 will
result in a reduction to 20% of the initial value at each step.
Minimum shuffle size — This sets the minimum length of the species sequence that will be
rearranged. For example if it is set at 3, no sequence of fewer than 3 species will be moved or

reversed.

Filter Options:
Minimum abundance — For presence/absence data this should be set to 0. For quantitative or

percentage composition data it can be set to a higher number. Ifit is set, for instance, to 4,
then negative filters will only retain sites (samples) where the abundance of the species
exceeds 4.

Filter type - This allows a switch from negative to positive filtration. Negative is normally
recommended. In negative filtration a sample is retained if the species is present.

While the computation is running, the graph shows the progress of the calculation downwards
towards the most stable solution. To show the chart of the whole series of iterations, untick the box
marked Track 350'". Tick the box to chart just the last 350 iterations. When the computation has
finished, the progress chart disappears, and the results are shown on the Filters and Filter Plot
pages. You can halt the computation at any time by pressing the 'End' button; the most recent
iteration will be shown on the Filter Plot page:
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Compare

146

Compare

This menu introduces four methods which can be used to compare samples within your data set,
and explore the distribution of species or other variables within the data set:

Compare Samples|148 - examine pairs of samples or groups, and see which variables they have in

common, and which are exclusive to one group or another.

Profile plotli47 - see which samples certain species or variables occur in.
Scatter plot[143 - compare pairs of sites, or pairs of variables.
Matrix_plot[148 - look at the relationship between a number of variables (species) or samples

simultaneously

Compare samples

This window allows you to compare the variables present in two samples, or the group membership
of two species. It is particularly suitable for comparing the species present in different samples, but
can also be used to compare types of pottery, fossils etc. When used to compare group

membership, it can be used to help determine which species characterise a particular group.

Comparing two samples is a straightforward operation; each sample will contain a subset of the full
list of species present in all the samples, and in most cases, the two subsets of species will
owerlap; it is a Venn diagram in list form. There is a fourth category which is not shown by this
function - species which do not occur in either of the two samples being compared.

Sample Matching

Samples

[Compare 5

1981 -

InTe nple Orly [E]

In Compare Sample Only (6]

Ammodytes tobianus L.

Labrus bergylta Ascanius
Lampetra fluviatalis (L.)
Merluccius merluccus {L.)
Pomatoschistus microps (Kroyer)
Scophthalmus rhombus (L.)

Agonus cataphractus (L.)
Alosa fallax (Lacepede)
Anguilla anguilla (L.)
Aphia minuta (Risso)
Calliorymus lyra L.

Ciliata mustela (L.)

Ciliata septentrionalis (Collet)

| |Conger conger L.
| Cydopterus lumpus L.

Dicentrarchus labrax (L.)
Entelurus asquareus (L.)
Gadus merhua L.

Limanda limanda (L.)
Liparis liparis (L.)

Liza ramada (Rissa)
Lophius piscatorius L.
Merlangius merlangus {L.)
Flatichthys flesus (L.)
Fleuronectes platessa L.
Pollachius pollachius {L.)
Pomatoschistus minutus (Pallas]
Raja davata L.

Salmo salar L.

4| n F

»

m

Clupea harengus L.
Eutrigla gurnardus {L.)
Molva molva {L.)
Trigla lucerna L.
Trisopterus esmarkii
Zeus faber L.

In the case of the Groups comparison, it is the variables' membership of groups, rather than the
groups themselves, which is being compared. In the following example, using the River inverts demo
data set, we are comparing the occurrence of the Agriidae (the demoiselles) with the Astacidae
(freshwater crayfish); the Agriidae occur in a Group 2 sample, Agriidae and Astacidae occur

together in one of the samples of Groups 3 and 4, and Astacidae occur without the Agriidae in a

sample from Group 1.

To continue our Venn diagram analogy, this function of CAP categorises a group in one of 3 ways:
"Agriidae only", "Agriidae+Astacidae", and "Astacidae only":
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Sample Matching

In Test Group Only [1] “Wariables in Comman [] In Canmpare Graup Ol [1)

Group 2 Group 3 Group 1
Group 4

As in the previous example, there remains a fourth classification, which is not shown: "Not-
Agriidae+Not-Atacidae”, groups where neither variable occurs.

15.2 Profile Plot

A profile plot simply plots all the values along a row or column of your data array. If your columns
were samples arranged by year then you will see a plot of the selected species through time. The
plot below shows the plot of a single fish species, the eel, Anguilla anguilla, in the hinkley fish data
set.
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Compare
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Scatter Plot

This is a simple scatter plot of one selected variable against another. The variables to be plotted
against each other are chosen in the panel on the left hand side. Also shown on the left is the linear
regression equation for the plot.
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154

-
{= Scatter plot | ) i
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@ Rows

or column here

85

Agonus cataphractus (L) = a0
Select &y
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Alosa falax (Lacepede) 70
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Choose to Plot

Matrix Plot

Use this option to look at the relationship between a number of variables (species) or samples
simultaneously. The program will not allow you to choose more than 15 variables at once, as the
resultant plot would take a very long time to produce, and would not be viewable.
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{i= Matrix plot

RO 20D M

Choose to Plot «

Flot
@ Rows

) Columns
ras ar

Select to plob || p—
colurmnz B

[¥ Agonus cataphractus | i
[/ Alosa fallax {Lacepede— kigs s
[¥] Ammodytes tobianus L = ‘

[ Anguilla anguilla (L) | .

[¥1 aphia minuta (Risso) o
[V] atherina boyeri Risso
il Balistes carolinenis (G L

""" Choose | bassss s
L
o
.

[ Blennius gattorugine waniables

[ Buglossidium luteum (| )2 2

1 Callionymus lyra L.

E
[7] Centrolabrus exoletus
[ Ciliata mustela (L.) a1
L] Ciliata septentrionalis | CH
[T Clupea harengus L. T
LI Conger conger L. - -
! [ Select al | A e
h ey
’ Togale selected ]
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L] L]
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Nl
e o
Choose to Plot [SESEEEN

The following demonstration output is for the first 6 fish (alphabetically by Latin name) in the hinkley
fish data set. The yellow lines on the plots are linear regression plots. These will help to point out
the variables that are positively or negatively correlated.
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16

16.1

Printing, editing and saving results

Output, both graphical and text, can be saved as a file, copied to the clipboard or printed. CAP also
offers a wide variety of options for editing and designing your graphs, including pre-defined themes
heN. See topics below for further details:

Exporting and copying chartsfs3
Exporting dendrograms/153

Printing charts and dendrogramsl@
Editing charts s

Zooming on charts[158)

Preparing charts for output@
Themes for graphs[i67

Printing text and grid outputhed)

For fuller information and a video demonstration see the Help: Guides: Output.

Exporting and copying charts

To export the image of a chart select File: Export. This will open the Export Dialog.

il 1 . 1
£ EvportDiaf MRl e | ]
] ‘Data’ tab ko expart
Picture ||'-..|a1j-.;e | Data ____=...—_,-J data only
Format Onti : 'Size’ to set image
O Lo i
as Flex (Flash) Colors: Default - Set colour palette
as GIF [1-bit o 32-hit]
as JPEG [ Monachrome
as Metafile o
as PCX . = { €t image
a5 POF Filters. .. DPFL: O = rezolution
as PNG Praview:
as PostSoript Apply TEVIEW:
as VML (HTM) filters _ E
as XAML (WPF) z
o
.
i T =
Dpen defaylt
Copy to L E mail uzing graphics editor
Windaws Savefilein | | « || for zelected file
i default emnail
| clipboard gelected format software type
Y
’ Copy ] ’ Save... ] ’ Send... ] ’ Preview. .. ] ’ Close ]

The chart can be saved in a wide range of different file formats, including Enhanced Metafile (*.emf),
Bitmap (*.omp), JPEG (*.jpg), PCX, PNG, GIF or Native (*.tee). Each file format has advantages and
disadvantages. Enhanced Metafiles, when pasted into a Word document, can be resized by
dragging, without losing resolution. Bitmaps are a lossless method of saving; the stored file will not
lose any of the original's detail; howewer, the file size will be much larger than compressed files such
as Enhanced Metafiles or JPEGs. JPEGs are file formats which can be compressed to take up less
space - useful if you wish to send one by email, put it on a website, or paste it in to a document. If
they are compressed too heamly, they can lose resolution and detail, and spoil colours. GIFs are
also compressed files useful for web sites; they have a considerably smaller colour palette than
JPEGs or BMPs; 256 colours, as opposed to many millions. This means that while a JPEG or BMP
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image can show a smooth gradation of colour (for instance in a graded background), saved as a GIF
image, it will appear broken up into jagged zones of colour. GIF images are therefore better suited to
images showing large discrete blocks of single colours. The Native (*.tee) format saves all the chart
attributes, and the data series, rather than the image itself. This means that you can sawe the chart,
and open it again at a later date to edit it, using the free TeeReader software supplied on the
installation CD. Tee files tend to be very small indeed; often less than 1KB.

If you select the Bitmap (.bmp) format, you can apply a range of filters to the image:

.—E Filters  Addor Change order in which = | =] -Zhl
remove filkers filkers are applied.
CeTEViEW
- A 3 |
7 _ i ot PCA Scree Plot
J| Contrast 10
/| Sharpen af |
!
o |
E T
= ]
L
- by
£ s 1
g 4\
Apply filker to
Options | Region | == SEI'.E':tEd -
reqicn of .
Hue image. “-.___I
i =] 3 ol L
12579 1Z15 0B 2124 273033 363942454851 4 5T 0 63 6669 7275 78
Luminance Principa] Come onent
4 = P
Saturation T Adiuist
P = p attributes of
individual filkers
Preview:  Proportional hd

This export dialog can also be used to export the data shown on the chart, using the 'Data’ tab.

You can also copy a chart to the Windows clipboard using the Copy button on the graphics toolbar
(4th button from left), or by pressing Ctrl-C on your keyboard.

RSB~ A% P s

16.2 Exporting dendrograms

Use File: Export, Edit: Copy or Ctrl-C on your keyboard to copy the dendrogram to the Windows
clipboard, from where it can be pasted into other Windows applications. The chart will be exported in
Metafile format; when pasted into a Microsoft Word document, it can be resized by dragging the
corner or edge of the image, without distorting or losing resolution.
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{= CAP 5.0.0.465 - New

File | Edit Ordination Twinsp:
Open i
Reopen 3
New ;

Close I

Open a demo dataset

Fuport |

Save

Save As

Erint...
Printer Setup

it

)

Dendrograms can also be exported as a Metafile or Bitmap from the Edit Dendrogram button:

Edit Dendrogram I&

Copy WMF

Copy BEMP

Save WMF

Save BMP

| ok H Cancel H Help

16.3 Printing charts and dendrograms

Dendrograms can be printed from the Print dendrogram button, or by clicking File: Print.
Charts can be printed by using the Print button on the graphics toolbar:

MHEmEB <~ A% T nnH

or by clicking File: Print. In both cases, this will bring up the Print Preview dialog, where you can
alter many attributes of the printed page.
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Print preview

156

The Print Preview dialog holds many options for previewing and completing the job of printing your

document:
= = = ———
= Print Preview Prirwter Save print Set page zize, =X
opliong ag image marging, etc.
() Print... g print¥etup... sdeTiff.. (@) PagkSetp... Mirimise
o _ header/footer
P H-%LP|E pand
— _ Show printable
Page forwand/back | [Zoom outfin Thanae area of page Header/footer >
for multi-page prints optiong g
from colour
o to greyzcale Pasitianing | Date position-, Date format
for header ) dd
- = and footer vy
elements
7] Time position-, Time format
e hh:mm
a0 40 5 Camrara Pt s
; = | Title position-, Title text
1 | Thumbnai @ CAP 5, Decorana Ph I
WiEw
/| File position File text I
Hinkley fish
@
N
| Page position,  Page prefix
CECORANA Crdination Piot- =Rk 181
= Page
=
s . I
= . .
= PR S T TR Edit header &
w F 5 anm footer
P - . -
W B . i un . information
i : [ o - 1 ’.l . [ I
= " om ol
E--1 -
o 1]
= = L]
B4 ]
= ]
=] "
= = T % = =
o e
Prirt and
DIF'__,\-'iE!W
attributes Header footer
Pagel of 1 50% Ad Portrait 1/100 mm

In the case of very large dendrograms, it is possible that the default page setup of fitting the plot onto
a single page, will render the plot so small as to be unreadable. In this case, it may be better to save
the plot as a metafilel1s3, and print that instead.

Thumbnail view

The Thumbnail view is useful when you have zoomed in to view a portion of the print; it shows which

portion of the page is displayed:
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Click and drag on the red box to show a different portion of the page, or click/drag the square at the
bottom right hand corner of the red box to zoom in or out further:

or
(You can also click and drag the main preview page to mowe it around).
Colour/greyscale printing

When you switch from Colour to Greyscale view using the Colour/greyscale button, the panel at the
bottom of the page allows you to alter the brightness and contrast of the greyscale print:

Brightness: g Contrast: J Reset

This panel disappears again when you switch back to a colour print.

Charts and dendrograms can also be copied to the clipboardfisd using File: Export, Edit: Copy or
Ctrl-C on your keyboard, and then pasted in the normal Windows fashion into a Word document or
other suitable document for subsequent printing.

To sawve the chart as a PDF document, use the File: Exportlis3 facility and select PDF as the
required file type. Alternatively, if you have the full version of Adobe Acrobat (not the free Acrobat
Reader) installed on your computer, you will be able to convert the chart directly to a .pdf file by
Adobe PDF from the list of available printers in the Print dialog box.

16.4 Editing charts

Almost every aspect of your graphs can be edited.

The graph option buttons on the Chart Toolbar are described in order from left to right below. A hint
will pop up if you hover over a button.
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MRS DE c - mr A% A7 u |

Pointer - the standard cursor symbol.

Edit - This button will offer a wide range of options to change the style of your graph. It is also used
to export or copy your graph to file, and even to email it using the 'Send' button.

Print - Use this button to print the graph

Copy - Use this option to copy the graph to the clipboard.

Save - Sawe the file in a variety of different formats.

Increase font - This will increase the font size of the chart titles.

Decrease font - This will decrease the font size of the chart titles.

Increase line thickness - This increases the thickness of plotted lines such as eigenvectors.

Decrease line thickness - This decreases the thickness of plotted lines.

Increase symbol - Increase the size of a plotted point.

Decrease symbol - Decrease the size of a plotted point.

Change between colour/grey scale - Change between a colour and greyscale plot.

Change symbol set - Change the plotting symbols between the default setting, coloured squares,

and triangles and rotated squares.

Add grid - Add graph grid lines to the plot.

Add legend - Switch the chart legend on or off. N.B. This legend can be used to select groups for

plotting.

Add stalks - Add stalks to points - useful for 3D plots.

Select theme - Use to select a particular style of graph, for example black background.

See also:

The Editing Chart dialogf6d)

Drawing a perimeter around a group of pointsm
Preparing charts for output@

Themes for chartslieh

Zooming on charts[158)

Printing charts and dendrogramsl@

Zooming on charts

Tight clusters of points which cannot be differentiated can occur in, for example, the PCA plot. To
zoom in on an area, mowe to the top left corner of the area to be enlarged, then hold down the left
hand mouse button and drag to the lower right hand corner of the area you require, and release the
button. An enlarged view of the selected area will be displayed.

As you drag down from upper left to lower right corner of the area to be enlarged the area will appear
as a coloured panel on the plot.
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FCA Flot - Covariance - Romanao British potteny

Principal - Axis 2 (9.07%)

-3.54

3 2 a4 a4 2 3T d s s 7
Principal - Axis 1 (58.23%)

When you release the button this area will fill the plot. Using this zoom facility can allow you to read
labels and distinguish points that are very close together.

PCA Plot - Covariance - Romano British pottery
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To return to the original view, hold down the left hand mouse button and move upwards from the

lower right to the upper left corner and release.

All aspects of zooming behaviour can be edited; click the Edit Chart button, and on the Editing Chart
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dialong choose Chart: General: Zoom:

-

@ Editing PCAChart

B [ |

4 '5?”55 Mouse | Zoom |5::ru|| | Cursaor | Fonts | P'alette|

Allow

[] Animated Steps: 8

| Pen.. | | Patem... |

Minimum pixels: 16

Direction: Both -
Mouse Button: Left -

[] Zoom on Up Left drag

[ Historical unzoom
|:| keep aspect ratio

» - Tools

- Animations
- Expart

- Print

- Themes

Close

The Editing Chart dialog

The Editing Chart dialog is an extremely versatile tool which allows you to alter every single aspect
of your chart, as well as exporting it, saving it and printing. The dialog has an expanding menu in the

left-hand pane with the options that can be changed arranged into groups:
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[ Editing PCAChart EE™)

. EEri B
4 SI:EFIES ['I.n'ectors v] .5_11 Vector 3D0: Vectors -

Vector |ahel Format | Grid 3D | General | Marks | Data Source |

-

Arrow Width: 4

Arrow Height: 4 =

. General Default color

» - AXiS

> - Titles Default color

» - Tools

- Animations
- Export

- Print

- Themes

Series - These are the actual plotted components of the chart; the data points and (in charts that
include them) centroids, and the gradients or vectors along which the data points are arranged.

Chart - All the other components of your graph; the axes, title, legend and captions, fonts, frames
and borders, as well as the colour scheme, 3D plotting, and additional items like mouse and
cursor behaviour, zooming[158 and scrolling.

Data - all of the data on which the plot is based.

Tools - a wide range of tools that you can use to further manipulate the plot. For more details, see
Preparing charts for output /162

Export - allows you to export the charthis31in a wide range of different formats, or send it by email.

Print - Send the chart to a printer.

Themes - apply a range of pre-defined themesfi6A to your chart.

L

For further help on the Editing Chart dialog, click the Help button to launch the dedicated TeeChart
help system.

16.4.3 Drawing a perimeter
It is possible to display the perimeter of each predefined group. Right-click on the plot to display a

menu that enables you to choose which group(s) you wish to outline. Remember you must have
already_defined group membershipl?s'ﬁ.

All %

Mane

<,

Iris setosa

1 . .
v Iris versicolor

<

Iris wirginica
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In this example, we have carried out a PCA-Correlation on the Irises demo data set. Select from the
menu which groups you wish to add a perimeter to. Here is the result:

PCA Plot - Correlation - Irises

3.5
3
2.5 .. J;'\_
; ; / h
® /e
15 L ‘o0 ."
o ' Yoo |
A ' “ "
| \
5 di ' ! " Ry
o ..
= i / ® r +
L L |
= ] .._. {
é E ‘ ‘.‘ |I
05 \oe d
m
o ’ ®a
2 i ?i \ '»
& 15 ";. oo . T
! . o r
:_ .0 ®
2 m..m.. ,- /,-
e e
-2.5 T .»"
-3
-3.5
-3 -z -1 ] 1 2 5
Principal - Axis 1 {72.96%:)

Note this line is dynamically created and will need to be refreshed if any other changes are made to
the plot, such as changing the colour of the data points. This option is also available in 3D plotting,
but may not be helpful, depending on the nature of the plot.

Preparing charts for output - Chart Tools

As well as editing the standard chart options, there are many tools you can use to improve your
charts for printing or publication. These appear in the Chart Tools Gallery of the Edit Chart dialog.
We feature a few below; there are many more to explore.

Moving Chart Labels

Click the Edit button to change a wide range of aspects of the graph, add titles, and use various
tools to customise the chart. One of the most useful tools allows you to drag the chart labels - very
useful if you have a cluster of points with overlapping labels. Click the Edit button, then the Tools tab
of the Edit dialog, the Add... button, and choose 'Drag Marks'. Click the "Add" button, then on the
next dialog box, click "Close". When the chart is displayed, you will find that the cursor displays as
a hand symbol on howering over a data label, allowing you to drag the label to the desired position.

NOTE: any alteration of other aspects of the graph will cause the labels to return to their original
position. Therefore, moving the labels should be the last alteration you make before printing or
exporting the graph.
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LT

Series |A.ms IDﬂ'Ier |

2 Clip Series
Clustering
—|— Cursor
| add.. || e
J'-, Drag Point
E§< Draw Line
Extra Legend
M Fibonacd

@ Editing PCAChart

4 - Series s

IUnassigned + cursor

4 Chart it Color Line
. General i

[+ - Axis

b - Titles E‘ Gantt Drag

! Legend Palette

Mark Tips

'? Mearest Point

(¥ Pie Sices

~\, Region
ScrollPager

Series Animation

4 Series Band

Moves Series marks when dragaging them with mouse.

Drawing Lines

If the new group Qerimeterlﬁfl method is not appropriate to your needs, you may find it useful to draw

lines on a chart, to separate groups or clusters of points, for instance on an MDS plot (below).

¢ Click the Chart Edit button, choose the Tools tab - Add... button, and from the list of tools, choose
Draw Line. If you click on the Pen button, you can specify the type and colour of the line.

e When you have made your choice, click 'Close' to return to the program, where you can simply
draw lines with the mouse. Lines, once drawn, can be dragged to the position required.

e To alter the line type or colour, open the Tools tab again, click on Draw Line, and make the
changes you require.

e To remowe lines from a plot, go to the Tools tab, click on Draw Line, and press the Delete button.
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Groups can also be shown as different colours and symbols.[56)

Adding Annotations

Annotations can be very useful if, for instance, there are a large number of points on your chart and

you wish only to label a few of them. To add annotations:

o With the chart showing, click on the Edit button to show the editing screen, select the Tools
tab; click Add, and from the 'Other' tab on the Chart Tools Gallery screen, select Annotation from

the list of tools.
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{= Chart Toals Gallery ﬁ
| Series | Axis | Other |

L] = Lighting
¥z 3D Grid Transpose

AN Anti-Alias
Arrow

»

A Banner
Ag- Custom Legend
B Data Table

r. Fader
n Frame

%, Full Screen

ﬁ Legend Scrollbar
Age Link B
A Maagnify
Page Murmber
Ap. Rectangle
(2 Rotate
W Selector e

m

Displays custom text at any location inside Chart,

1 [ add | [ cance I

. Enter the text you want on your annotation into the text box on the Options tab, and then
use Position: Custom to manoeuwe the label into the desired position. Use the options on the
other tabs to change font, shading, outline and other details.

. To add another annotation, click Add, and select Annotation again.

Altering chart titles

e With the chart showing, click on the set-square icon to show the editing screen. Click on the
Titles tab (on the Chart tab) to show the following screen:
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il -
® Editing PCAChart B
» - Series - T
— -
4 -Chart =
G |
: A;r;era Style |Pusjﬁor| | Format | Border I Text I Gradient | Shadow | Emboss I Pich..lrel
4| T[ﬁES A Visible Adjust Frame Alignment: Center -
Title E
- SubTitle Text:
i SubFoot PCA Plot - Correlation - Dune spedes -
. Footer
Legend e
Panel -
- Paging 4 '
» - Walls -
L -

Enter the new title text into the box and click 'Close' to sawe.

Note that there are very many options on the Edit screen and it is worth a few minutes'
experimentation to see what sort of effects are available to enhance your charts for publication or

display.

Changing the order of itemsin the chart legend

When you have performed an analysis, if you enable the plot legend, the groups will be displayed on

the legend:
PCA Plot - Covariance - Nigerian pottery
Vector - Axis 1
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If you wish, you can change the order in which the Groups are displayed in the legend; click the Edit
Chart button, and on the Series tab, select a Group, and use the Up or Down arrow to mowe it into
the order you want. When an item is shifted up or down the list, its position on the chart legend will

change accordingly.

[ Editing PCAChart - = EET)
_ I1ze arrows to change

4 Series - order of groups

- Yectors B : “"--'-."%‘___
E -
- Yector label N ¥ B vectors + 4
- Group 1 v
v Vector label
- Group 2 ‘9_’1 ¥ % Group1
- Group 3 w Delete
v Group 2 =

- Group 5 12]‘ F

4 - Chart b 12), v Group 4 Title...
Ge.neral ,/\:;.1 ¥ & Group3
[+ - Axis — Clone
I+ Titles ?_’1 ¥ # Groups
Legend Change...
i Panel =
Help. Close

T L

16.4.5 Themes for charts

Themes are general graph plotting styles that the user can select or make.
To choose a theme, click on the Themes button at the end of the graphics tool bar.

h ilemA

AT I

M s F s MHE]:LE

This will display the themes dialog with a number of preset themes ready for selection:

r E '1
® Editing PCAChart Ll_lg
I» - Series Themes Preview |palette
[ - Chart -
Data Classic Fs PCA Ploa . Cowriancs . Nigerisn ponsey
: Business L e e et e v L AW
[+ - Toals weh n ' o ]
-~ Animations Windows XP - i E 5. EE
. Export Elues P - o8
..... Print Facts = ryli_ = Fase w ::. G ) ﬂ: 5
Random g aba o Gl 3 bt
----- Themes Opera -z - & "‘FE: ‘”é
BlacklsBack  _ g i o™
F ey jy d : * = o
2 aa
Color palette: g X 3 [
Default - i T R T i
Pringipa - duca 8 (. 19%)
Help. Close

Copyright 2019, PISCES Conservation Ltd



16.5

Printing, editing and saving results

168

Once a theme has been applied to a chart, it can be difficult to return to the plain default style used
by the program, particularly if you have made modifications of your own to labels and legends, etc.
Try selecting the theme titled "Pisces General”; failing that, close the program and re-perform the
analysis to regain the default style of chart.

Printing and exporting grid and text output

Printing, saving and exporting grid output.

1. Printing
With an output grid showing simply choose File: Print, and the Print Preview dialog will be
activated:
{= Print Preview Save grid|[Set page size, [ (]|
a&s image. marging, etc. Shaw printable area
() Print... -gy Print Setup. .. Save Tiff... |@ Page Setup... of page.
> | PX-HP @ D
Ei_tTo PagefIFit To \|dﬂ1 JFitTo Heighi&&dﬂal Size Ep-,caorilss[f{oom bErctl:;nterag:d
Page B = Zoom e Borders and fonts fonts.
forward/back for Page || aut/in _
e:pnnts. ogtttii:r:r?s 5 3|_:|t|0ns. 05 5 Tuagen as Borders
- oy D BEE pEm mem sae T MNone -
b b der H H H Border stye
i H H -
| : : : Solid -
6 E
i H H
o o H
i H H
H H H A Table font
Thurnbnai H H H
1 wigws. g A A Fixed font
& I .2
B it -} A Header font
EP“’ j‘w: A Footer font
H H H
.$ . 5 Table centered
I % Fit to page
| 2
Edit the header
and footer
information.
e Header ffooter
3 Frint and
a?tﬁl;ﬁ; Borders and fonts
.l — —— ol
Pagel of 21 7% Ad Portrait 1/100 mm

Thumbnail view

The Thumbnail view is useful when you have zoomed in to view a portion of the print; it shows which

portion of the page is displayed:
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Click and drag on the red box to show a different portion of the page, or click/drag the square at the
bottom right hand corner of the red box to zoom in or out further:

L or
(You can also click and drag the main preview page to mowe it around).

Colour/greyscale printing
When you switch from Colour to Greyscale view using the Colour/greyscale button, the panel at the
bottom of the page allows you to alter the brightness and contrast of the greyscale print:

Brightness: I Contrast: J Reszet

This panel disappears again when you switch back to a colour print.

2. Saving a grid as an image.
To sawe the grid as an image, click 'Save Tiff on the Print Preview dialog; it will be saved as a .tif
image, with multiple pages if necessary.

3. Exporting a grid.

You can save any of the grids in a variety of file formats. To save the results to a file choose File:
Export and select the format you want from the dialogue box. You will be able to save the text as a
comma delimited file (*.csv), ASCII text file (*.txt), Excel file (*.xIs) or HTML:
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Export Active Grid =

[ Save as CSV ]

Save as ASCII

Save as XL5 (Excel)

Cancel

Output grids can also be copied to the clipboard using Edit: Copy or Ctrl-C on your keyboard.

Printing, saving and exporting text output.

1. Printing text output.
Text output can be printed in exactly the same way as the plots and grids; click File: Print to open
up the Print Preview dialog, which is explained abowve.

2. Saving text output.

Text output such as Twinspan Text[sd), DECORANA Computations|71), Reciprocal Averaging
Computations@'ﬁ or the Significance Tests[138in Discriminant Analysis can sawved as a Rich Text
(rtf) file, which is openable in most word processors. Click File: Export, and choose the file name
and location to sawe the .rtf.

3. Saving text output as an image.
To sawe the text output as an image, click 'Sawe Tiff on the Print Preview dialog; it will be saved as
a .tif image, with multiple pages if necessary.

Copyright 2019, PISCES Conservation Ltd






17

17.1

Obtaining help 172

Obtaining help

For most active windows context sensitive help can be obtained by pressing F1, clicking on the Help
button or selecting the Help drop-down menu. or clicking on the right-hand mouse button and
choosing help from the pop-up menu. If pressing F1, make sure that the window that you are
seeking help for is the active one.

CAP also includes 'Instant Assist' - a continuously \isible advisory panel that tells you about the
methods available on the main menu bar. This can be placed anywhere on your screen while you
work and switched on or off under the Help menu.

When learning to use CAP you will find the video guides invaluable.

Caontents

Index
Inkroduction
| guides»h 3 |

o
Inskant Assisk

About s

If you have problems using the program or entering data which you cannot solve then contact Pisces
Conservation Ltd by e-mailing pisces@pisces-consenation.com or by phone to +44 (0)1590 674000
during office hours (09.00 to 17.00 GMT/BST).

PISCES Conservation Ltd,
IRC House, The Square
Pennington, Lymington
Hants, SO41 8GN

UK

Telephone 44 (0) 1590 674000
Fax 44 (0) 1590 675599

For more information, details of our other software, and answers to a range of technical queries, \isit
our web site at http://www.pisces-consenation.com

For details about our consultancy and other work, visit http:/consult.pisces-conservation.com
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18

18.1

Run R code

Choose this drop-down menu to run an analysis using R. This will only work if you have down-loaded

and installed R and the required libraries onto your computer.
Setting up RE73) for use with CAP

Cl"\l\eck R Install

Re&%t R.exe Path

PCA - Correlation
PCA - Covariance
DECORANA
Reciprocal Averaging
MOS - Bray curtis
MDS - Jaccard
Clustering

ANMOSIM

SIMPER

PCA - Cor - Qutlier
PCA - Covar - Outlier

Check R Installi73) - Choose to check you hawe R installed

Reset R.exe Path[177 - Choose to tell CAP where on your computer the R executable is placed

PCA - Correlationfi78

PCA - Covariancel18d

DECORANA[sh
Reciprocal Averaging[is3

MDS - Bray Curtis 183

MDS - Jaccard[1sh

Clusteringlﬁﬁ
ANOSIM|188)

SIMPER[187

PCA - Cor -Outlierlis® - This will calculate Mahalanobis distancesf23

PCA - Covar - Outlierfiod+ This will calculate Mahalanobis distancesi22)

Settingup R

R is a free software environment for statistical computing and graphics. It compiles and runs on a
wide variety of UNIX platforms, Windows and MacOS. To use R for multivariate analyses in CAP you

will need to undertake the following.

First, if you have not already got R you will need to install it on your computer and note the directory
where it is installed. You can use the default or choose your own location.

You will find many useful YouTube videos taking you through installation, for example:

https://www.youtube.com/watch?v=MFRQUQKGYq for Windows

To download R, choose your preferred CRAN mirror at https://cran.r-project.org/mirrors.html (any will

do).

For example, download and install the current Windows version of R from https://cran.r-project.org/
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bin/windows/base/
When installing, you can usually just accept the default settings.

Within CAP run Check R Install from the drop-down menu. NOTE: a data set needs to be loaded in
CAP before the Check R Install function will work.

Check R Install
Reset F.exe Path

I/\I\"s_

PCA - Correlation
PCA - Covariance
DECORAMNA
Reciprocal Averaging
MDS - Bray curtis
MD5 - Jaccard
Clustering

AMOSIM

SIMPER

PCA - Cor - Qutlier
PCA - Cowar - Outlier

If it is not found you will get an R not found error and will be asked to tell CAP where R is on your
machine.

f @ R not found at
| - please point program at R.exe
| |

If R is not found you will be asked to select the path to the file R.exe.

For example my path is C:\Program Files\R \R-3.4.3\bin
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18.1.1

18.2

Flease Select Path to R.exe

. Desktop L
&+ Dropbox
‘@ OneDrive
a Peter Henderson
[ This PC
Libraries
o Metwork
CAP 5 Help
CAP & Development
Cap temp
Copredy
demos for CAP4
Dynamica 2017
Ecol Methods old site - open index.htm W

K Cancel

If you need to reinstall R or get CAP to work with a new R update select Reset R exe Path[17A

Upgrading R

If you should upgrade R to a newer \ersion after you have installed R you will need to do the
following.

1. Reset the R exe path to the folder holding the new version of the R executable file. Select Reset R
exe Pathfi7?

2. Now find the folder R library in your documents folder and delete it.

3. Now select Check R install[175 and run the installation to install the R packages used by CAP.

Reset R exe Path

Select this drop-down option if you wish to select a new directory where CAP will access the R
executable code.
You will need this option if you install an R update to ensure CAP uses the new R version.
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Check R Install

Reset f{.exe Path

PCA -Lgcurrelatiu:un
PCA - Covariance
DECORAMNA
Reciprocal Averaging
MDS - Bray curtis
MD5 - Jaccard
Clustering

AMOSIM

SIMPER

PCA - Cor - Qutlier
PCA - Cowar - Outlier

As an example a typical default location could be C:\Program Files\R\R-3.6.0\bin
In this location there will be a file R.exe.

Installing R packages

To undertake the various analyses you will also need to have a number of packages installed.

For example the vegan package.

CAP will do this for you. Once R is installed, selecting Check R Install will produce the following
screen. Just click on the Run above R Code button and the required R code listing to install the
packages will be run for you.

Remember, you can go online and get help for all R packages.

If the packages are already installed on your computer, CAP will use these, otherwise it will install

the packages.

178
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g - _—
File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare RunRcode Help
Run R versions of CAP methods
| 1
L 5 R version 3.2.2 (2015-08-14) —- "Fire Safety" ~
1 3 |R LISS USER="C:/Users /Peter Henderson/Documen Copyright (C) 2015 The R Foundation for Statistical Computing
4 - - Platform: x86_64-w64-mingw32/x64 (64-bit)
1
& .libPaths (c(R_LIBS USER, .libPaths{))) . B
1 6 - - R is free software and comes with ABSCLUTELY HC WARRANTY.
1 s o R - " S o e You are welcome to redistribute it under certain conditions.
2 if (!require("vegan”)) install.packages("veg3 Type 'license()' or 'licence()' for distribution details.
1
9 |if (!require("RZHIML")) install.packages("R2H Natural language support but running in an English locale
10
11 |if (!reqguire("ClassDiscovery")) install.packd R is a collaborative project with many contributors.
1z Type 'contributors()' for more information and
13 |Cap_R Dir <- file.path("C:/Users/Peter Hendexr; 'citation()' on how to cite R or R packages in publications.
14 |dir.create(Cap_ R Dir, showWarnings = TRUE)
15 |setwd(Cap R_Dir) | Type 'demo()' for some demos, 'help()' for on-line help, or

'help.start ()} ' for an HTML browser interface to help.
Type 'g()' to guit R.

[Breviously saved workspace restored]

PCA - Correlation in R

Select PCA - Correlation to run a Principal Component Analysis using the correlation matrix. The
vegan package in R is used.
The data set used will be your working data.

>
>
> R_LIBS_USER="C:/Users/Peter Henderson/Documents/R library"
>
> .libPaths(c(R LIBS USER, .libPaths(})) <
Dlick this button to > I v
1un the install for the > if {(lramiire ("veman"il din=tall nackames ("veman® | venns= 'F
R libraries I
Run above R Code Open R log Open Results in Browser h
@Raw Data  |Hf Working Data | Grouping h_] R Results @ Summary |
e

The relationship between samples (columns) in terms of their variables cannot normally be visualised
because this would require a plot with as many axes as there are variables (rows). If your study only
includes 3 variables this is possible, but is quite impossible given 4 or more variables or species.
PCA is a technique that may summarise the relationship between the samples in a small number of
axes that can be plotted. For such a summarisation to work, there must be some degree of
correlation between the descriptive variables so that the effect of a number of these variables can be
combined into a single axis. For good general introductions to PCA for non-mathematicians see

Kent & Cokerf173 (1992) and Legendre & Legendref173 (1983).

Copyright 2019, PISCES Conservation Ltd



18.5

Run R code

180

] ~
2 |R_LIBS USER="C:/Users/Peter Henderson/Documents/R librar ~
| -libPaths (c (R _LIBS USER, .libPaths(})) Plot % variance =xplained by each axis
4 (library(vegan)
5 |library(RZHTML) Biplot
& |(library(Cl] This box halds the B code Thiz box holds the output from B j
. 4i
8 |Cap_R Dir <- file.path("C:/Users/Peter Henderson/Desktof .
0 e o . . _ PCA - scaling =1
@ |dir.create(Cap_R_Dir, showWarnings = TRUE)
10 |setwd(Cap R_Dir)
11 w |
12 |cssname <- file.path(Cap R Dir,'CAP.css') -
13 .-?
14 |target <— HIMLInitFile (Cap R_Dir, filename="CAPReport"”,E o |
15 |HIML.title("CAP R Output”, HR=1) -
16 |HTML ("<br>")
17 w |
18 |# Import the data into R =
19 |# this is saved from the working data with transfomation
20 |CAPdata.csv <- read.table ("CAP_R.csv",header = TRUE, seg o o _|
21 o e
o
22 |# Transpose the data as VEGAN uses the data differently
23 |ICAPdata <- t(CAPdata.csv) w
= o
24 .
25 |# do pca on correlation matrix
26 |HTML (CAPResults <-rda(TCAPdata, scale=TRUE)) o |
27 |HTML (summary (CAPResults),file = target) =
28 |HIML ("<br>") .
2% |# Make Groups e | -
30 |CAPGroups <-— “Group 2","Group 1","Group 2"." 0
Click. thiz buttor to un .
3} the F code abave. Click. thiz button to - - -
B2 . The data used will be Sl =i s Click this button ta run ™
33 |HIML("Bar the open data set in Iog and the analysis 2 to send the output ta 1
34 |ev <-CAPRe CaP output your browser
s i 2i e o miae wo " >

e

Run above R Code Open R log Open Results in Browser

[iRaw Data | Working Data ||| Grouping || =|R Results @Summarv

PCA - Covariance in R

Select PCA - Covariance to run a Principal Component Analysis using the variance-covariance
matrix. The vegan package in R is used.
The data set used will be your working data.

The relationship between samples (columns) in terms of their variables cannot normally be visualised
because this would require a plot with as many axes as there are variables (rows). If your study only
includes 3 variables this is possible, but is quite impossible given 4 or more variables or species.
PCA is a techniqgue that may summarise the relationship between the samples in a small number of
axes that can be plotted. For such a summarisation to work, there must be some degree of
correlation between the descriptive variables so that the effect of a number of these variables can be
combined into a single axis. For good general introductions to PCA for non-mathematicians see

Kent & Cokerf173 (1992) and Legendre & Legendref173 (1983).
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~
L711357U5ER="C:/USEIS/PEEEI Henderson/Documents/R librar
-libPaths (c (R _LIBS USER, .libPaths(})) Plot % variance =xplained by each axis
library(vegan)
library (R2ZHTML) Biplot

library (Cl This box halds the B code Thiz box holds the output from B j

Cap R Dir <- file.path("C:/Users/Peter Henderson/Desktop .
Aoy . . _ PCA - scaling =1
dir.create(Cap_R_Dir, showWarnings = TRUE)

setwd (Cap_R_Dir)
11 w
12 |cssname <- file.path(Cap R Dir,'CAP.css')

R A

@

-
oo

14 |target <— HIMLInitFile (Cap R_Dir, filename="CAPReport"”,E o
15 |HIML.title("CAP R Output”, HR=1) -
16 |HTML ("<br>")

18 |(# Import the data into R
19 |# this is saved from the working data with transfomation
ChAPdata.csv <- read.table ("CAP_R.csv",header = TRUE, seg

FC2
0.0

# Transpose the data as VEGAN uses the data differently
TChPdata <- t(ChPdata.csv) w

4 do pca on correlation matrix
HTML {CAPResults <-rda (TCAPdata, scale=TRUE)) =
HTML (summary (CAPResults) ,file = target)
HIML ("<br>")

# Make Groups L
CAPGroups <-— “Group 2","Group 1","Group 2"."
Click. thiz buttor to un

d oMo kW R D

@

[ R X NI VR R X X VR X}

[

Click. thiz button to
switch bewteen the R
log and the analysis
output

the B code above.
The data used will be
the open data et in
Cap

%]

Click thiz button to rn
to send the output to
your brawser

HTML ("Bar
ev <-CAPRe

¥

oW L
T =~

e -
- 2

Run above R Code Open R log Open Results in Browser

[iRaw Data | Working Data ||| Grouping || =|R Results @Summarv

DECORANA R

Select this option to undertake a Detrended Correspondence Analysis using the vegan package in
R.
The data set used will be your working data.

Detrended Correspondence Analysis was devised by Hill (1979) as an attempt to improve upon
reciprocal averaging (RA). Two problems that occur with reciprocal averaging are termed the ‘arch
effect’ and 'end point compression'. When the first and second axes produced by RA are plotted, it is
often obsenved that the points are arranged in an arch, because of the quadratic relationship between
the axes, rather than because of any relationship between the samples. DECORANA remowes this
arch by a technique termed detrending. The tendency for points at each end of the first axis to be
closer together than those in the middle is removed by segmenting the axis and expanding the
terminal segments and compressing those towards the centre. Whereas RA scales the axes
between 0 and 100 in relation to the magnitude of the eigenvalue, DECORANA scales in units of
average standard dewviation of species turnover. Therefore a change of 50% in species composition
occurs in about 1 standard deviation.
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| = - oo | - |

* File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare RunRcode Help

Run R versions of CAP methods

SITT IU —ULITOU UL ITUT —ULZJ92T UL TIOT 7
site.18 -0.7838 1.7723 0.2083 0.2611 31

R_LIBS_USER="C:/Users/Peter Henderson/Documer site.20 1.7376 0.8381 -0.1708 0.4556 31

1

2

3 | .libPaths(c(R_LIBS_USER,.libPaths()))
4 [library(wvegan)
5

&

7

l::tbra This test box holds the A code that wil Plot sample sco This text bow helds the autput
libra be run by CAP generated by the R code
Cap R Dir <- file.path("C:/Users/Peter Hendex

dir.create(Cap_R_Dir, showWarnings = TRUE)
10 |[setwd(Cap_R_Dir)

12 |cssname <- file.path(Cap_R_Dir,'CAP.css')

14 |target <- HIMLInitFile(Cap R Dir, filename="( ™
15 |HTML.title ("CAP R Output™, HR=1) N
1le |HTML("<bz>")

18 |# Import the data into R 4 site. 19
19 |# this is saved from the working data with ty

20 |CAPdata.csv <- read.table ("CAP_R.csv",header o B

21 5 site 17 %

22 |# Transpose the data as VEGRN uses the data d (=]

23 |TCAPdata <- t(CAPdata.csv)

24 o - <
Plals

25 |# now run procecure

26 |HTML (CAPResults <-decorana (TCAPdata, ira=0)) Tripra i

27 |HTML (summary (CAPResults),file = target) - i

28 |HTML ("<bz>") cngn i

28 H

30 |HTML("Plot sample scores™) o~ Broho Eiyrap

31 |MyGraphic <- file.path(Cap R Dir,"l.png") Achmil i,

32 |png(file=MyGraphic) Chick this button T T Click thiz button T T T

33 |plot (CEPB Tlck this button e "E™) to see either the 3 2 to send the 1 2 3

34 HTMLInsm,Caption = "Plot sampl Filag or the M v

= AP . ahove v autput file biowser

I Run above R Code OpenR log Open Results in Browser

!l_ EHRawData | Working Data | Grouping  ||=|R Results | &= Summary

Reciprocal Averaging

Select this option to undertake Reciprocal Averaging using the vegan package in R.
The data set used will be your working data.

This method, also called Correspondence Analysis, is a method of showing the relationship between
both species and samples (quadrats) in a reduced space. Originally proposed by Hirschfeld (1935)
and Fischer (1940) it was first used by ecologists in the 1960s (Roux & Roux, 1967; Benzécri, 1967)
- see Kent & Coker (1992) for more details. The method is described by Hill (1973)@ and a non-
mathematical introduction to the technique is given in Kent & Coker (1992)173. RA uses Chi-squared
distance values; this results in low abundance species (variables) having a possibly
disproportionately large effect on the ordination produced, and can over-emphasise the difference in
samples containing several infrequently-recorded species. RA performs best for analysing samples
that were collected along an environmental gradient. If there are no clear environmental gradients in
the habitat under study, or the gradients are short, then PCA[631 may give better results. RA can be
applied to both presence/absence and quantitative data.
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I =

* File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare RunRcode Help

1

2 |R_LIBS_USER="C:/Users/Peter Henderson/Documer
3 | .libPaths(c(R_LIBS_USER,.libPaths()))

4 [library(wvegan)
5

[

7

L2BT 3 This text bax halds the A code that wil
libral be run by CAP

Cap R Dir <- file.path("C:/Users/Peter Hendex
dir.create(Cap_R_Dir, showWarnings = TRUE)
setwd (Cap_R_Dir)

12 |cssname <- file.path(Cap R_Dir,'CAP.css')
target <- HIMLInitFile (Cap R Dir,

HTML.title ("CAP R Output", HR-1)
HTML ("<bz>")

filename="(

# Import the data into R
# this is saved from the working data with ty
ChPdata.csv <- read.table ("CAP_R.csv",header

% Transpose the data as VEGRN uses the data d
TCAPdata <- t(CAPdata.csv)

# now run procecure

HTML (CAPResults <-decorana (TCAPdata, ira=0))
HTML (summary (CAPResults),file = targest)

HTML ("<bz>")

. T R K N =]

o

WK R MMM

oo

HTML ("Plot sample scores™)
MyGraphic <- file.path(Cap R Dir,"l.png")

png (file=MyGraphic)

pL0T (CAERTjick this bution ™5, "=")

HTMLIns: tounthe R code  }, Caption = "Plot sampl
e = above v

I Run above R Code

Wowowow
N W

Click this button
to see either the

OpenR log

Run R versions of CAP methods

SILTLIU —ULLITOU ULTIUT UL ZO2T UL TTUT 27

site.18 -0.7838 1.7723 0.2083 0.2611 31
=ite.20 1.7376 0.8381 -0.1708 0.4556 31

Flot

This text box halds the autput
generated by the B code

sample sccj

site. 19

DCA2

Fi lag or the
output file

Open Results in Browser

Click this buttan
ta send the
1 2
oLtput b pour ¥
browser

w

!l_ EHRawData | Working Data | Grouping  ||=|R Results | &= Summary

MDS - Bray Curtis R

Select this option to undertake Multi-Dimensional Scaling using the vegan package in R. The Bray-
Curtis[12h similarity measure will be used. This is considered a good measure for quantitative data.
The data set used will be your working data.

Multi-Dimensional Scaling (MDS) is a technique for expressing the similarities between different
objects in a small number of dimensions. Hopefully, this allows a complex set of inter-relationships
to be summarised in a simple figure. The method attempts to place the most similar objects
(samples) closest together. The starting point for the calculations is a similarity or dissimilarity
matrix between all the sites or quadrats. These can be non-metric distance measures for which the
relationships between the sites/objects/samples (columns) cannot be plotted in a Euclidean space.
The aim of Non-metric MDS is to find a set of metric coordinates for the sites which most closely

approximates their non-metric distances.

The basic MDS algorithm is as follows:

1. Calculate the similarity or dissimilarity between sites.

2. Assign to each site a set of coordinates in p-dimensional space. These coordinates can be
either chosen at random or chosen using Principal Coordinates Analysis (note, this is not the
same as a Principal Component Analysis[63)). The value of p is chosen by the user.

w

Compute the Euclidean distance between these sites using the starting coordinates.

4. Compare the original dissimilarity between the sites with these Euclidean distances by
calculating a stress function. The smaller the stress function, the closer the correspondence.

o

Adjust the positions so as to reduce the stress.

6. Repeat 2 to 4 until the stress is minimised or the maximum number of iterations is reached.

Copyright 2019, PISCES Conservation Ltd



18.9

Run R code

184

* File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare RunRcode Help

Run R versions of CAP methods

SITT IU —ULITOU UL ITUT —ULZJ92T UL TIOT 7
site.18 -0.7838 1.7723 0.2083 0.2611 31 ~

R_LIBS_USER="C:/Users/Peter Henderson/Documer site.20 1.7376 0.8381 -0.1708 0.4556 31

1

2

3 | .libPaths(c(R_LIBS_USER,.libPaths()))
4 [library(wvegan)
5

&

7

11BTa[ This text box holds the R code that wil Plot sample sco This text box holds the autput
libral bee run by CAP generated by the R code
& |

8 |Cap R Dir <- file.path("C:/Users/Peter Hendex

9 |dir.create(Cap_R_Dir, showWarnings = TRUE)

10 |[setwd(Cap_R_Dir)

11 E

12 |cssname <- file.path(Cap_R_Dir,'CAP.css') N

13

14 |target <- HIMLInitFile(Cap R Dir, filename="( ™
15 |HTML.title ("CAP R Output", HR=1) Alrpray o
1le |HTML("<bz>")

18 |# Tmport the data into R site.19

19 |# this is saved from the working data with ty

20 |CAPdata.csv <- read.table ("CAP_R.csv",header o B

21 5

22 |# Transpose the data as VEGRN uses the data d (=]

23 |TCAPdata <- t(CAPdata.csv)

24 i

25 |# now run procecure

26 |HTML (CAPResults <-decorana (ICAPdata, ira=0)) - o

27 |HTML (summary (CAPResults),file = target) -

28 |HTML ("<bz>") ine i

2g :

30 [HTML("Plot sample scores") | & o

31 |MyGraphic <- file.path(Cap R Dir,"l.png") ' Aghmil —

32 |png(file=MyGraphic) Chick this button T T Click thiz button T T T
33 |plot (CEPB Tlck this button e "E™) to see either the 3 2 to send the 1 2 3
34 HTMLInsm,Caption = "Plot sampl Filag or the M v
= AP . ahove v autput file biowser

I Run above R Code OpenR log Open Results in Browser

!l_ EHRawData | Working Data | Grouping  ||=|R Results | &= Summary

MDS -Jaccard R

Select this option to undertake Multi-Dimensional Scaling using R. The Jaccard[113 similarity
measure will be used, this is considered a good measure for qualitative (presence/absence) data.
The data set used will be your working data.

Multi-Dimensional Scaling (MDS) is a technique for expressing the similarities between different
objects in a small number of dimensions. Hopefully, this allows a complex set of inter-relationships
to be summarised in a simple figure. The method attempts to place the most similar objects
(samples) closest together. The starting point for the calculations is a similarity or dissimilarity
matrix between all the sites or quadrats. These can be non-metric distance measures for which the
relationships between the sites/objects/samples (columns) cannot be plotted in a Euclidean space.
The aim of Non-metric MDS is to find a set of metric coordinates for the sites which most closely
approximates their non-metric distances.

The basic MDS algorithm is as follows:

1. Calculate the similarity or dissimilarity between sites.

2. Assign to each site a set of coordinates in p-dimensional space. These coordinates can be
either chosen at random or chosen using Principal Coordinates Analysis (note, this is not the
same as a Principal Component Analysis[63)). The value of p is chosen by the user.

Compute the Euclidean distance between these sites using the starting coordinates.

4. Compare the original dissimilarity between the sites with these Euclidean distances by
calculating a stress function. The smaller the stress function, the closer the correspondence.
Adjust the positions so as to reduce the stress.

6. Repeat 2 to 4 until the stress is minimised or the maximum number of iterations is reached.

w

o
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&
File Edit Ordination Twinspan Clustering Similarity Association Grouptests Experimental Compare RunRcode Help
Run R versions of CAP methods
SITTLIT —ULITOU UL TIUT —ULZO9LT UsTI0T &7
5 " site.13 -0.7838 1.7723 0.2083 0.2611 31 o
2 |R_LIBS_USER="C:/Users/Peter Henderson/Documer site.20 1.7376 0.8381 -0.1708 0.4556 31
3 | .libPaths(c(R_LIBS_USER,.libPaths()))
4 [library(wvegan)
5 |12BTA[ This text box holds the R code that wil Plot sample sco This text box holds the autput
& |libra bee run by CAP generated by the R code
7 I
8 |Cap R Dir <- file.path("C:/Users/Peter Hendex
9 |dir.create(Cap_R_Dir, showWarnings = TRUE)
10 |[setwd(Cap_R_Dir)
' Empnig
12 |cssname <- file.path(Cap R_Dir,'CAP.css')
13
14 |target <- HIMLInitFile(Cap R Dir, filename="( ™
15 |[HTML.title ("CAP R Output", HR=1)
16 |HTML("<br>")
ik b o
18 |# Tmport the data into R site.18
19 |# this is saved from the working data with ty Antodo
20 |CAPdata.csv <- read.table ("CAP_R.csv",header o B
21 5 site 17
22 |# Transpose the data as VEGRN uses the data d (=]
23 |TCAPdata <- t(CAPdata.csv)
24 o - <
, Plalan si
25 |# now run procecure R
26 |HTML (CAPResults <-decorana (ICAPdata, ira=0)) Tripra i
27 |HTML (summary (CAPResults),file = target) -
28 |HTML ("<br>")
2g
30 |HTML("Plot sample scores™) o~ Bro Elyrey
31 |MyGraphic <- file.path(Cap R Dir,"l.png") Achmil i
32 |png(file=MyGraphic) Click this buttan T T Click this buttan T T T
33 |plot (CAPRCick this buttan e "t™) to see either the 3 2 to send the 1 2 3
34 |HTMLIns torunthe R code  }, Caption = "Plot sampl Fi log or the output to your v
= AP . ahove v autput file biowser
I Run above R Code OpenR log Open Results in Browser
||_ EHRawData | Working Data | Grouping  ||=|R Results | &= Summary

18.10 Clustering R

Choose this menu to undertake an agglomerative cluster analysis and produce a dendrogram using
the vegan package in R.

E

File Edit Ordination Twinspan Clustering Similmty Association  Group tests  Experimental Compare RunRcode Help

RunR versions of CAP methods
| 18 |# Import the data into R ~
1% |# this is saved from the working data with transfomatg Cluster Dendrcgram a3
20 |CRPdata.csv <- read.table("CAP R.csv",header = TRUE,
21
22 |# Transpose the data as VEGAN uses the data different
23 |TChPdata <- t(ChPdata.csv)
’ 24 w e
= o @
25 |# Calculted distances ;:Ducata o
26 |# Method can be one of many such as Cg‘:-:?;i[ye e
27 |[# "jaccard" or "euclidean"™ - replace th\ measure here / t1 -
25 # different distance measure £ =
2 dis <- wegdist (TCAPdata, method = "bray")
3 = =
. . . £ a2 o
31 |# Linkage can be "average", "single" or "complete™ 2 o :2
2 32 |# replace the "average" to try a different linkage %
L 33 |[HTML (CAPResults <- hclust (dis, method = "average"))
: . i o~
34 :-ITHL (summary (CAPResults), file Change the o -
35 |HIML("<br=") linkage here
B T =
& : =]
37 |[HIML("Plot Cluster™) - - -
{]| 38 [MyGraphic <- file.path(Cap R Dir,"l.png") ] o 32 =R Ral -
- = = s [~ -]
3% |png(file=MyGraphic) ] 29283 Xez. 9 22 o9
28 X oo ®o BSmzexx 2
40 |plot (CLPResults, type = "average") = Q 7] ;‘ ] S22 X =
41 |HTMLInsertGraph ("l.png",Caption = "Cluster plot™) > > > x x
42 |dev.off{ Click here to rour results are shown here vy
43 [HTMLEnd! run B code arget)
abave v < >
| Run above R Code Open R log Open Results in Browser

@ Raw Data hgg Working Data |§g§Grouping ||_| R Results @Summary
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18.11 ANOSIM R

To undertake this test you must first have defined the group membership of the individual samples
(see Allocating samples to Groups|[53Y).

This test was developed by Clark (1988, 1993)172 as a test of the significance of the groups that had
been defined a priori. The idea is simple; if the assigned groups are meaningful, samples within
groups should be more similar in composition than samples from different groups. The method uses
the Bray-Curtis[12) measure of similarity. The null hypothesis is therefore that there are no
differences between the members of the various groups.

Clark (1988, 1993)[173 proposed the following statistic to measure the differences between the

groups:
Tz ~w
a(n-1)/4
where
Fu.7y

"W are the mean of the ranked similarity BETWEEN groups and WITHIN groups respectively
and n is the total number of samples (objects).

R scales from +1 to -1. +1 indicates that all the most similar samples are within the same groups. R
= 0 occurs if the high and low similarities are perfectly mixed and bear no relationship to the group.
A value of -1 indicates that the most similar samples are all outside of the groups. While negative
values might seem to be a most unlikely eventuality it has been found to occur with surprising
frequency.

To test for significance, the ranked similarity within and between groups is compared with the
similarity that would be generated by random chance. Essentially the samples are randomly
assigned to groups 1000 times and R calculated for each permutation. The observed value of R is
then compared against the random distribution to determine if it is significantly different from that
which could occur at random.

If the value of R is significant, you can conclude that there is evidence that the samples within
groups are more similar than would be expected by random chance.

An example output is shown below

Call:

anosim(x = dis, grouping = CAPGroups)

Dissimilarity: bray

ANOSIM statistic R: 0.8731 - This is the test statistic

Significance: 0.001 - This is the significance of the grouping, in this case it is highly
significant

Permutation: free
Number of permutations. 999

Upper quantiles of permutations (null model):
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18.12

90% 95% 97.5% 99%

0.0846 0.1232 0.1697 0.2201

Dissimilarity ranks between and within classes:
0% 25% 50% 75% 100% N

Between 26 184.75 231.5 278.25 325 188
Ashley Rails 1 20.00 71.0 115.00 164 45
Caldicot 33.003.03.0031

Llanederyn 7 48.00 85.0 129.50 166 91

SIMPER

To undertake this test, you must first have defined the group membership of the individual samples
(see Allocating samples to groups|53Y).

This analysis breaks down the contribution of each species (or other variable) to the observed
similarity (or dissimilarity) between samples. It will allow you to identify the species that are most
important in creating the observed pattern of similarity. The method uses the Bray-Curtisfi2h)
measure of similarity, comparing in turn, each sample in Group 1 with each sample in Group 2. The
Bray-Curtis method operates at the species lewvel, and therefore the mean similarity between Groups
1 & 2 can be obtained for each species.

In the following example, using the Romano British pottery.csv data file, the data have been divided
into 3 location groups.

cumulative contributions of most influential species:

$Llanederyn_Caldicot

Al Fe Mg

0.3475663 0.6402357 0.9222869 - These values are the cumulative proportion of the
dissimilarity from each element between the 2 groups

$ Llanederyn Ashley Rails’
Al Fe Mg
0.3600725 0.6869017 0.9749251

$ Caldicot_Ashley Rails

Al Fe
0.4515666 0.7374816

Contrast: Llanederyn_Caldicot
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average sd ratio ava avb cumsum

Al 0.029000 0.018356 1.580 12.5643 11.700 0.3476 - Average abundance Al in
Llanederyn = 12.56, in Caldicot = 11.7

Fe 0.024419 0.010210 2.392 6.3721 5.415 0.6402 - The contribution of Al and Fe to
dissimilarity = 0.6402 = 64%

Mg 0.023533 0.019578 1.202 4.8264 3.855 0.9223

Na0.004391 0.002558 1.716 0.2507 0.050 0.9749

Ca 0.002093 0.001169 1.790 0.2021 0.295 1.0000

Contrast: Llanederyn_Ashley Rails

average sd ratio ava avb cumsum

Al 0.117845 0.049056 2.402 12.5643 17.750 0.3601
Fe 0.106965 0.018641 5.738 6.3721 1.612 0.6869
Mg 0.094265 0.021610 4.362 4.8264 0.640 0.9749
Na0.004501 0.002631 1.711 0.2507 0.051 0.9887
Ca 0.003706 0.001470 2.521 0.2021 0.039 1.0000

Contrast: Caldicot_Ashley Rails

average <d ratio ava avb cumsum

Al 0.1450682 0.0347999 4.169 11.700 17.750 0.4516
Fe 0.0918517 0.0137446 6.683 5.415 1.612 0.7375
Mg 0.0777523 0.0040412 19.240 3.855 0.640 0.9795
Ca 0.0062040 0.0008860 7.002 0.295 0.039 0.9988
Na 0.0003792 0.0003395 1.117 0.050 0.051 1.0000
Permutation: free

Number of permutations. O

PCA - Cor - Outlier R

Having completed a Principal Component Analysis (PCA) it is sometimes useful to consider if any of

the observations are significantly different from the others.

For example, in the PCA plot below Hinkley fish data for 1982 and 2002 seem to be notably different

from other years.

This R code undertakes an outlier analysis using the correlation values between the variables. The
Mahalanobis distance[1231is used. The default calculations are undertaken using the two largest

principal components. This can be changed - see image below.
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Iy PCA Plot - Correlation - Hinkley fish
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The following image shows the output - note that 1982 and 2002 are indeed significantly different

from the other years.
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18.14 PCA - Covar - Outlier R

Having completed a Principal Component Analysis (PCA) it is sometimes useful to consider if any of
the obsenvations are significantly different from the others.

For example, in the PCA plot below Hinkley fish data for 1998 seems to be notably different from
other years.

This R code undertakes an outlier analysis using the variance - covariance matrix values between
the variables. The Mahalanobis distance[123is used. The default calculations are undertaken using
the two largest principal components. This can be changed - see imagefs3.

PCA Plot - Covariance - Hinkley fish
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